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In Software Product Lines (SPLs), localizing buggy feature interactions helps developers identify the root cause

of test failures, thereby reducing their workload. This task is challenging because the number of potential

interactions grows exponentially with the number of features, resulting in a vast search space, especially

for large SPLs. Previous approaches have partially addressed this issue by constructing and examining

potential feature interactions based on suspicious feature selections (e.g., those present in failed configurations

but not in passed ones). However, these approaches often overlook the causal relationship between buggy

feature interaction and test failures, resulting in an excessive search space and high-cost fault localization.

To address this, we propose a low-cost Counterfactual Reasoning-Based Fault Localization (CRFL) approach

for SPLs, which enhances fault localization efficiency by reducing both the search space and redundant

computations. Specifically, CRFL employs counterfactual reasoning to infer suspicious feature selections and

utilizes symmetric uncertainty to filter out irrelevant feature interactions. Additionally, CRFL incorporates

two findings to prevent the repeated generation and examination of the same feature interactions. We evaluate

the performance of our approach using eight publicly available SPL systems. To enable comparisons on

larger real-world SPLs, we generate multiple buggy mutants for both BerkeleyDB and TankWar. Experimental

results show that our approach reduces the search space by 51%∼73% for small SPLs (with 6∼9 features) and
by 71%∼88% for larger SPLs (with 13∼99 features). The average runtime of our approach is approximately

15.6 times faster than that of a state-of-the-art method. Furthermore, when combined with statement-level

localization techniques, CRFL can efficiently localize buggy statements, demonstrating its ability to accurately

identify buggy feature interactions.
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→ Program reasoning.

Additional Key Words and Phrases: Software product lines, fault localization, counterfactual reasoning, feature

interaction
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1 Introduction
The Software Product Line (SPL) is a highly effective technique for modern software development.

Numerous widely used software systems, including Linux and BerkeleyDB, have been developed

using this methodology [5, 47]. SPLs can be flexibly customized to meet user requirements through
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the adoption of the concept of features, where each feature represents a specific system functionality

[18]. A configuration (or product) is defined as a set of selected or deselected features. Generally,

there exist complicated constraints among features, which are usually captured by Feature Models
(FMs) [53, 60].

Features in SPLs can influence one another, leading to the so-called feature interaction problem

[14, 23]. Faults resulting from feature interactions can cause the system to exhibit unpredictable

behaviors [8], making it essential for developers to analyze and understand all feature interactions

within an SPL [7, 15]. Feature interaction faults can be categorized as either functional or non-

functional [12, 31, 56]. Functional feature interaction faults result in the software system failing

to provide the correct output specified by the intended functionality [12], typically due to buggy

statements influenced by feature interactions [34]. In contrast, non-functional faults do not cause

system failures but lead to issues such as increased response time, reduced throughput, and other

performance degradations. These non-functional faults are often caused by incorrect configurations

of features [41]. Regardless of the fault type, localizing buggy feature interactions is a critical step

in debugging SPLs [1, 20, 35, 39]. However, localizing potential feature interactions remains a

significant challenge, primarily because the number of possible interactions to consider increases

exponentially with the number of features [7, 50]. For instance, a system comprising 25 features

may have a total of

∑
25

𝑖=1
2
𝑖 ×𝐶𝑖

25
≈ 1.3 × 10

7
different feature interactions.

There have been numerous studies on non-functional feature interaction fault localization for

SPLs (e.g., [4, 20, 25, 26, 28, 38]), whereas studies on functional fault localization remain scarce. To

address functional fault localization for SPLs, Arrieta et al. [9] employed Spectrum-Based Fault

Localization (SBFL) to calculate and rank the suspiciousness of each feature interaction. However,

their approach overlooks the "curse of dimensionality" associated with the number of features.

In practice, faults are typically caused by only a few feature interactions, making it inefficient to

consider all interactions [45]. To more precisely identify buggy feature interactions, Nguyen et al.
[39] proposed a state-of-the-art (SOTA) method called VarCop. They observed that buggy feature

interactions could be identified by analyzing the feature selection differences between passing

and failing configurations, referred to as suspicious feature selections in this paper. In this manner,

potential feature interactions, which constitute the search space, can be generated from suspicious

feature selections. However, their approach neglects the causal effect of feature interaction faults on

test failures, potentially increasing the search space (an example of this is provided in Section 3.1).

Furthermore, as demonstrated by our experiments in Section 6.1, many feature interactions in

VarCop are redundantly generated and examined, leading to increased costs. Therefore, efficiently

and accurately localizing buggy feature interactions in a vast search space remains a significant

challenge.

This paper focuses on functional feature interaction faults and proposes a low-cost feature inter-

action fault localization approach, named CRFL. The proposed approach enhances the efficiency

of localizing buggy feature interactions in two key aspects. First, counterfactual reasoning and

symmetric uncertainty are employed to achieve more accurate and fewer potential feature interac-

tions, resulting in a smaller search space. Counterfactual reasoning [13, 20, 28] has demonstrated

significant advantages in root-cause localization, particularly due to its minimal data requirements,

which makes it well-suited for the problem addressed in this paper. In addition, symmetric un-

certainty, a widely adopted technique in high-dimensional feature selection problems [51, 52],

further filters out irrelevant feature interactions. Second, two key findings are utilized to avoid

duplicated suspiciousness examinations of potential feature interactions. The first finding is that

there exists an inclusion relationship among suspicious feature selections, which leads to repeated

generation of potential feature interactions. The second finding is that many identical potential

Proc. ACM Softw. Eng., Vol. 2, No. ISSTA, Article ISSTA042. Publication date: July 2025.



A Low-Cost Feature Interaction Fault Localization Approach for Software Product Lines ISSTA042:3

feature interactions are examined multiple times, resulting in repetitive computations. Based on

these findings, the efficiency of the proposed approach is further improved by avoiding redundant

generations and computations. We evaluate our approach using eight real-world SPL systems.

The experimental results show that CRFL reduces the search space by 51% to 73% for SPLs with

fewer than ten features and by 71% to 88% for larger SPLs. In terms of efficiency, CRFL is, on

average, 15.6 times faster than VarCop. Moreover, we demonstrate the accuracy of the suspicious

feature interactions identified by CRFL through statement-level localization. Compared to the four

state-of-the-art approaches, CRFL ranks buggy statements in the top 1 in 30% more mutants. The

main contributions of this paper are summarized as follows:

• A low-cost feature interaction fault localization approach
1
is proposed for SPLs.

• Counterfactual reasoning and symmetric uncertainty are used to effectively reduce the search

space for localizing buggy feature interactions.

• Two findings regarding the repetitive generation and examination of feature interactions

have been observed, and further utilized to reduce the cost of the approach.

• We propose a publicly available benchmark containing multiple buggy feature interaction

mutants for BerkeleyDB and TankWar to demonstrate the advantages of CRFL in large SPLs.

2 Preliminaries
In this section, we provide necessary preliminaries on SPLs, followed by a brief introduction to

counterfactual reasoning.

2.1 Software product lines (SPLs)
A software product line delineates a product family characterized by a shared foundational code

base, wherein a set of distinct products is systematically derived [18, 46]. Features are abstract
representations of functional modules in SPLs.

Generally, an SPL system can be seen as a 2-tuple Γ = ⟨F , 𝜑⟩, where F is a set of features in

Γ, and 𝜑 denotes all the constraints among features. For a feature set F = {𝑓1, 𝑓2, ..., 𝑓 | F | }, each
feature 𝑓𝑖 ∈ F (𝑖 = 1, 2, ..., |F |) has two states, selected (on) or deselected (off). The presence of

features in SPLs can be considered as if-then statements, such as the preprocessor directive

#ifdef. Different selections of all features define a 𝑐𝑜𝑛𝑓 𝑖𝑔𝑢𝑟𝑎𝑡𝑖𝑜𝑛 (or 𝑝𝑟𝑜𝑑𝑢𝑐𝑡 ), which can be

denoted as {±𝑓1,±𝑓2, ...,±𝑓 | F | }. Notably, each feature can be represented only as −𝑓 or +𝑓 , where
+𝑓 is simplified as 𝑓 . Apparently, each configuration can be represented by a binary set consisting

of ’0’ and ’1’. For example, {𝑓1,−𝑓2,−𝑓3, 𝑓4, 𝑓5} represents a configuration where features 𝑓1, 𝑓4 and

𝑓5 are selected, and 𝑓2 and 𝑓3 are deselected. Its binary set is {1, 0, 0, 1, 1}. A partial configuration
is any non-empty subset of a configuration, which is a manifestation of feature interactions. A
configuration that meets all the constraints in 𝜑 is called a valid configuration.

2.2 Causal inference and counterfactuals
Causal inference techniques have been demonstrated to trace root causes better than other tech-

niques (e.g., deep learning) [43]. Counterfactual reasoning is a widely used causal inference tech-

nique to analyze causal relationships by exploring hypothetical scenarios that diverge from actual

events. The key idea is to explore what the outcome would have been had a different action or

decision been made [24]. It’s like asking "What if?" questions to explore different possibilities and

understand cause-and-effect relationships [57]. For example, when evaluating the effectiveness of a

new teaching method, educational researchers compare the performance of students who use the

method with those who do not. This kind of thinking is counterfactual reasoning.

1
https://github.com/Songluhaining/CRFL.git
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Counterfactual reasoning is particularly valuable for understanding cause-and-effect dynamics,

as it enables researchers to model and evaluate alternative outcomes by varying factors of interest.

For non-functional faults in feature interactions, counterfactual reasoning can be employed to assess

their observability (i.e., whether a feature interaction affects the validity of configurations) [58].

Specifically, determining whether a feature interaction 𝐹𝐼 is observable in invalid configurations

involves checking the presence of both a witness and a counter witness
2
. Inspired by their study,

we apply counterfactual reasoning to localize functional feature interaction faults.

3 A motivating example
In this section, we explain the challenge of detecting buggy feature interactions and our motivation

via an example.

3.1 An example of faults in SPLs
Fig. 1 illustrates an example of a functional feature interaction fault in a partial code snippet from

the Elevator SPL system [39]. The sampled products (configurations) and corresponding test

results are given in Fig. 2. Configurations 𝑐6 and 𝑐7 in Fig. 2 are failed tests because of the buggy

statement in line 30 of Fig. 1.

int maxWeight = 1000, maxPersons = 10, 
     weight = 0;
// #ifdef Empty

void empty () { persons.clear();}
// #endif
void enterElevator (Person p) {
    persons.add(p);
    // #ifdef Weight

    weight += p.getWeight();
    // #endif
}
void leaveElevator (Person p) {
    persons.remove(p);
    // #ifdef Weight

    weight -= p.getWeight();
    // #endif
}

1
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ElevatorState stopAtAFloor (int floorID) {
    ElevatorState state = Elev.openDoors;
    boolean block = false;
    for (Person p : new ArrayList<Person> (persons))
        if (p.getDestination() == floorID)
            leaveElevator(p);
    for (Person p : waiting) enterElevator(p);
    // #ifdef TwoThirdsFull

    if ((weight == 0 && persons.size() >= 
           maxPersons*2/3 || weight >= maxWeight*2/3)
        block = true;
    // #endif

28

29

30

31

32

33

34

35

36

37

 // #ifdef Overloaded

    if (block == false) {
       if ((weight == 0 && persons.size() >=s
             maxPerson || weight == maxWeight)
             //Patch: weight >= maxWeight
            block = true;
    }
    // #endif
    if (block == true)
        return Elev.blockDoors;
    return Elev.closeDoors;     
}

Fig. 1. An illustrative example of a variability bug in Elevator System.

P C Base Empty Weight TwoThirdsFull Overloaded

p1 c1 T F T F F

p2 c2 T T T F F

p3 c3 T T F F F

p4 c4 T F T T F

p5 c5 T F T T T

p6 c6 T T T F T

p7 c7 T F T F T

T: selected     F:deselected

Fig. 2. Sampled configurations and corresponding test results.

2
A counter witness 𝜐 represents a valid configuration in which all features selected in the feature interaction 𝐹𝐼 are switched

relative to configuration 𝜐.
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In Fig. 1, the #ifdef directive represents a functionality within the system by controlling the

selection/deselection of features. There are five features: 𝐵𝑎𝑠𝑒 , 𝐸𝑚𝑝𝑡𝑦,𝑊𝑒𝑖𝑔ℎ𝑡 , 𝑇𝑤𝑜𝑇ℎ𝑖𝑟𝑑𝑠𝐹𝑢𝑙𝑙 ,

and 𝑂𝑣𝑒𝑟𝑙𝑜𝑎𝑑𝑒𝑑 . The 𝐵𝑎𝑠𝑒 feature controls basic functions, 𝐸𝑚𝑝𝑡𝑦 supports elevator operation

when it is empty,𝑊𝑒𝑖𝑔ℎ𝑡 controls elevator operation when it is loaded, and 𝑇𝑤𝑜𝑇ℎ𝑖𝑟𝑑𝑠𝐹𝑢𝑙𝑙 and

𝑂𝑣𝑒𝑟𝑙𝑜𝑎𝑑𝑒𝑑 control elevator operation when the loaded weight reaches two thirds of the maximum

limit or exceeds it. However, the statement weight==maxWeight in line 30 does not adhere to the

logic of the system design and should be replaced with weight>=maxWeight. This fault does not
cause failures in all configurations, as it is a variability bug. In other words, configurations may

fail only when 𝑂𝑣𝑒𝑟𝑙𝑜𝑎𝑑𝑒𝑑 is selected. The variable influencing the normal execution of line 30

is weight, which is governed by both𝑊𝑒𝑖𝑔ℎ𝑡 and 𝑇𝑤𝑜𝑇ℎ𝑖𝑟𝑑𝑠𝐹𝑢𝑙𝑙 , indicating that they interact

with 𝑂𝑣𝑒𝑟𝑙𝑜𝑎𝑑𝑒𝑑 . Specifically, configurations will fail only when𝑊𝑒𝑖𝑔ℎ𝑡=T, 𝑇𝑤𝑜𝑇ℎ𝑖𝑟𝑑𝑠𝐹𝑢𝑙𝑙=F,

and 𝑂𝑣𝑒𝑟𝑙𝑜𝑎𝑑𝑒𝑑=T. It is important to note that 𝑂𝑣𝑒𝑟𝑙𝑜𝑎𝑑𝑒𝑑 can be selected only if𝑊𝑒𝑖𝑔ℎ𝑡 is also

selected. Therefore, the actual buggy feature interaction is (-𝑇𝑤𝑜𝑇ℎ𝑖𝑟𝑑𝑠𝐹𝑢𝑙𝑙 , 𝑂𝑣𝑒𝑟𝑙𝑜𝑎𝑑𝑒𝑑), where

’-’ indicates that the feature is deselected.

In VarCop [37], potential feature interactions can be obtained by comparing the feature selection

differences (its definition is given in Section 3.2) between failed and passed configurations. However,

we further observe that, for each failed configuration, the feature selection differences generated

with dissimilar passed configurations may increase the size of search spaces. For example, the

feature selection difference between 𝑐3 and 𝑐7 is -𝐸𝑚𝑝𝑡𝑦, 𝑊𝑒𝑖𝑔ℎ𝑡 , 𝑂𝑣𝑒𝑟𝑙𝑜𝑎𝑑𝑒𝑑 . The generated

feature interactions are (-Empty), (Weight), (Overloaded), (-Empty,Weight), (-𝐸𝑚𝑝𝑡𝑦, Overloaded),
(Weight, Overloaded), and (-Empty, Weight, Overloaded). It should be noted that feature interactions

containing −𝐸𝑚𝑝𝑡𝑦 are not the root cause of the failure of 𝑐6 and 𝑐7. Thus, the search space for

potential feature interactions generated remains large, especially when the number of features and

configurations is numerous.

c3

c2

c6 c7

c1

c5

c4

c3

c2

c6 c7

c1

c5

c4

r2

r1

Configuration space

Fig. 3. An illustrative example of our motivation.

Based on the key idea of counterfactual reasoning, a feature interaction may cause a configu-

ration 𝑐 to fail, depending on whether there is a counter witness for 𝑐 . However, modifying the

feature selections of failed configurations and retesting them is inefficient. Therefore, for a set

of configurations, the similarity in feature selection between passed and failed configurations

partially reflects the counterfactual nature of feature interactions, particularly their differences

in feature selection. In other words, the more similar the feature selections between two configu-

rations—one passing and the other failing—the higher the likelihood that their feature selection

differences indicate potential buggy feature interactions. For instance, the most similar passed

configuration to 𝑐6 is 𝑐2, where the 𝑂𝑣𝑒𝑟𝑙𝑜𝑎𝑑𝑒𝑑 feature is deselected, leading to configuration

failure. Conversely, for 𝑐7, the most similar passed configurations are 𝑐1 and 𝑐5, where the selection

or deselection of 𝑂𝑣𝑒𝑟𝑙𝑜𝑎𝑑𝑒𝑑 or 𝑇𝑤𝑜𝑇ℎ𝑖𝑟𝑑𝑠𝐹𝑢𝑙𝑙 directly impacts the test outcome. Similarly, the

suspicious feature selection is 𝑇𝑤𝑜𝑇ℎ𝑖𝑟𝑑𝑠𝐹𝑢𝑙𝑙 , 𝑂𝑣𝑒𝑟𝑙𝑜𝑎𝑑𝑒𝑑 , resulting in potential feature interac-

tions of (𝑇𝑤𝑜𝑇ℎ𝑖𝑟𝑑𝑠𝐹𝑢𝑙𝑙), (𝑂𝑣𝑒𝑟𝑙𝑜𝑎𝑑𝑒𝑑), and (𝑇𝑤𝑜𝑇ℎ𝑖𝑟𝑑𝑠𝐹𝑢𝑙𝑙 , 𝑂𝑣𝑒𝑟𝑙𝑜𝑎𝑑𝑒𝑑). Thus, counterfactual

reasoning yields more suspicious and fewer feature interactions, thereby reducing the search space.
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As illustrated in Fig. 3, these configurations can be represented in a configuration space where

the similarity between two configurations can be measured using distances such as the Hamming

distance. Consequently, a search radius can be established for each failed configuration, allowing

for the identification of similar passed configurations.

Furthermore, we have observed in practice that the selection of each feature correlates with

the test results. For instance, 𝐵𝑎𝑠𝑒 ,𝑊𝑒𝑖𝑔ℎ𝑡 , 𝑇𝑤𝑜𝑇ℎ𝑖𝑟𝑑𝑠𝐹𝑢𝑙𝑙 , and 𝑂𝑣𝑒𝑟𝑙𝑜𝑎𝑑𝑒𝑑 are more relevant

to the test results, whereas 𝐸𝑚𝑝𝑡𝑦 is not. In our study, we utilize symmetric uncertainty [44] to

quantify the correlation between each feature and the test results. This correlation is determined

based on the entropy and conditional entropy of the features with respect to the test results. The

value of symmetric uncertainty ranges from 0 to 1, with values closer to 1 indicating a stronger

correlation. Specifically, the symmetric uncertainties of 𝐵𝑎𝑠𝑒 , 𝐸𝑚𝑝𝑡𝑦, 𝑊𝑒𝑖𝑔ℎ𝑡 , 𝑇𝑤𝑜𝑇ℎ𝑖𝑟𝑑𝑠𝐹𝑢𝑙𝑙 ,

and 𝑂𝑣𝑒𝑟𝑙𝑜𝑎𝑑𝑒𝑑 with respect to the test results are 0.67, 0.00, 0.50, 0.50, and 0.50, respectively.

Consequently, irrelevant low-order feature interactions, such as (𝐸𝑚𝑝𝑡𝑦), can be filtered to further

reduce the search space.

3.2 Key definitions
We give the following key definitions used throughout the paper.

Definition 1. (Feature selection difference). For a failed configuration 𝑒 and a passed configura-

tion 𝑧, the feature selection difference refers to the features selected differently by 𝑒 relative to 𝑧. It

can be expressed as follows:

D(𝑒, 𝑧) = {𝑒𝑞 |𝑒𝑞 ≠ 𝑧𝑞, 𝑞 = 1, 2, ..., |F |}, (1)

where 𝑒𝑞 and 𝑧𝑞 are the 𝑞th values in the binary set of 𝑒 and 𝑧, respectively; and D(𝑒, 𝑧) represents
the feature selection difference between 𝑒 and 𝑧.

Example 1. In Fig. 2, 𝐸𝑚𝑝𝑡𝑦 and 𝑂𝑣𝑒𝑟𝑙𝑜𝑎𝑑𝑒𝑑 are selected while 𝑇𝑤𝑜𝑇ℎ𝑖𝑟𝑑𝑠𝐹𝑢𝑙𝑙 is deselected for
𝑐6; 𝐸𝑚𝑝𝑡𝑦 and𝑂𝑣𝑒𝑟𝑙𝑜𝑎𝑑𝑒𝑑 are deselected while𝑇𝑤𝑜𝑇ℎ𝑖𝑟𝑑𝑠𝐹𝑢𝑙𝑙 is selected for 𝑐4. Therefore,D(𝑐6, 𝑐4)
is {𝐸𝑚𝑝𝑡𝑦, -𝑇𝑤𝑜𝑇ℎ𝑖𝑟𝑑𝑠𝐹𝑢𝑙𝑙 , 𝑂𝑣𝑒𝑟𝑙𝑜𝑎𝑑𝑒𝑑}.

Definition 2. (Suspicious feature selection). The suspicious feature selection is defined as the

union of the feature selection differences generated based on a failed configuration 𝑒 with respect

to a Passed Configuration Set (𝑃𝐶𝑆),

U(𝑒) =
⋃

𝑧∈𝑃𝐶𝑆
D(𝑒, 𝑧), (2)

whereU(𝑒) indicates a suspicious feature selection for 𝑒 .

Example 2. For 𝑐7 in Fig. 2, and a passed configuration set 𝑃𝐶𝑆 = {𝑐1, 𝑐5}, D(𝑐7, 𝑐1) and D(𝑐7, 𝑐5)
are {𝑂𝑣𝑒𝑟𝑙𝑜𝑎𝑑𝑒𝑑} and {-𝑇𝑤𝑜𝑇ℎ𝑖𝑟𝑑𝑠𝐹𝑢𝑙𝑙 }, respectively. Therefore, the suspicious feature selection for 𝑐7

is {𝑂𝑣𝑒𝑟𝑙𝑜𝑎𝑑𝑒𝑑 , -𝑇𝑤𝑜𝑇ℎ𝑖𝑟𝑑𝑠𝐹𝑢𝑙𝑙 }.

Definition 3. (𝑛-way feature interaction). An 𝑛-way feature interaction is defined as any subset

of size 𝑛 within a suspicious feature selection.

Example 3. For {𝑂𝑣𝑒𝑟𝑙𝑜𝑎𝑑𝑒𝑑 , −𝑇𝑤𝑜𝑇ℎ𝑖𝑟𝑑𝑠𝐹𝑢𝑙𝑙 }, 1-way feature interactions are (𝑂𝑣𝑒𝑟𝑙𝑜𝑎𝑑𝑒𝑑) and
(−𝑇𝑤𝑜𝑇ℎ𝑖𝑟𝑑𝑠𝐹𝑢𝑙𝑙), and 2-way feature interaction is (𝑂𝑣𝑒𝑟𝑙𝑜𝑎𝑑𝑒𝑑 , −𝑇𝑤𝑜𝑇ℎ𝑖𝑟𝑑𝑠𝐹𝑢𝑙𝑙).

It is worth noting that feature interaction faults typically involve no more than six features

[23, 32], therefore we only focus on 1∼7-way feature interactions, following the practice in [39].

Definition 4. (Suspicious feature interactions). A potential feature interaction (𝐹𝐼 ) being exam-

ined is considered a suspicious feature interaction if it satisfies both of the following properties

[37]:
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• Bug-Revelation: Any configuration containing 𝐹𝐼 corresponds to a failed product.

• Minimality: There are no strict subsets of 𝐹𝐼 that satisfy the Bug-Revelation property.

4 Method
In this section, we provide a detailed description of the proposed CRFL. Specifically, Section 4.1 out-

lines the basic framework of the approach, while Sections 4.2 to 4.4 present detailed implementations

of the main components.

4.1 Basic framework
Fig. 4 presents the framework of CRFL, which consists of the following five parts: 1○ Obtaining

suspicious feature selections based on counterfactual reasoning; 2○ Filtering irrelevant feature

interactions based on symmetric uncertainty; 3○ Removing included suspicious feature selections

using inclusion relationships; 4○ Reducing duplicated feature interactions by utilizing a caching

mechanism; and 5○ Examining feature interactions for suspiciousness.

Obtain suspicious feature 

selection for each failed product

Remove included suspicious 

feature selections

Generate 1~7-way feature 

interactions

In cache?

Examine and then 

save suspicious 

feature interaction

Output suspicious 

feature interactions

Termination 

conditions?

Enumerate each 

feature interaction

Filter
Obtain the highly relevant 

feature set based on the 

sysmmetric uncertainty

Yes

No

Yes No

Add

Cache

Products and 

test results

1 3

2

4

Input

5

Fig. 4. Framework of the proposed CRFL, which consists of five parts.

We provide the pseudo-code of the proposed CRFL in Algorithm 1. The input of CRFL is the

configuration-level test suite (TS) which includes configurations and the corresponding test

results. After examination using CRFL, the set of suspicious feature interactions (𝑆𝑢𝑠𝑝𝑖𝑐𝑖𝑜𝑢𝑠𝐹𝐼𝑠𝑒𝑡𝑠)

is returned. Line 5 computes the radius of each failed configuration, while lines 6-13 aim to identify

potential feature interactions. Next, line 14 calculates the symmetric uncertainty of each feature

with respect to the test results, and obtains the set of features with high correlation. Finally, lines

17-28 remove duplicated feature interactions and perform a suspiciousness examination to obtain

the set of suspicious feature interactions.

4.2 Generate suspicious feature selection based on counterfactual reasoning
Lines 1-13 in Algorithm 1 generate suspicious feature selections with the following two steps, i.e.,

finding similar passed configurations for each failed configuration, and generating corresponding

suspicious feature selection.

Let all failed configurations be set to FC, and all passed configurations be set to PC. The first step
is to determine the set of passed configurations that are similar to each failed configuration. This
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Algorithm 1: CRFL
Input: Configuration-level test suite TS=PC ∪ FC //PC, FC denote the sets of passed

and failed configurations, respectively

Output: 𝑆𝑢𝑠𝑝𝑖𝑐𝑖𝑜𝑢𝑠𝐹𝐼𝑠𝑒𝑡𝑠 //Suspicious feature interaction sets

1 𝑆𝑢𝑠𝑝𝑖𝑐𝑖𝑜𝑢𝑠𝐹𝐼𝑠𝑒𝑡𝑠 ← ∅;
2 𝑆𝑢𝑠𝑝𝑖𝑐𝑖𝑜𝑢𝑠𝐹𝑆𝑠𝑒𝑡𝑠 ← ∅ //Suspicious feature selection set;

3 for each 𝑐𝑖 ∈ F C do
4 𝑆𝑢𝑠𝐹𝑆𝑖 ← ∅ //The suspicious feature selection of 𝑐𝑖 ;

5 Calculate the radius 𝑟𝑖 of 𝑐𝑖 by Eq. 4;

6 for each 𝑐 𝑗 ∈ PC do
7 Calculate the distance 𝑑 𝑗 between 𝑐𝑖 and 𝑐 𝑗 by Eq. (3);

8 if 𝑑 𝑗 < 𝑟𝑖 then
9 𝑆𝑢𝑠𝐹𝑆𝑖 ← 𝑆𝑢𝑠𝐹𝑆𝑖 ∪ D(𝑐𝑖 , 𝑐 𝑗 );

10 end
11 end
12 Add 𝑆𝑢𝑠𝐹𝑆𝑖 into 𝑆𝑢𝑠𝑝𝑖𝑐𝑖𝑜𝑢𝑠𝐹𝑆𝑠𝑒𝑡𝑠;

13 end
14 Calculate symmetric uncertainty of each feature with the test result set, and obtain the

highly relevant feature set 𝐻𝑅𝐹 (see Section 4.3);

15 Remove included suspicious feature selections;

16 𝐶𝑎𝑐ℎ𝑒 ← ∅;
17 for 𝑆𝑢𝑠𝐹𝑆𝑖 ∈ 𝑆𝑢𝑠𝑝𝑖𝑐𝑖𝑜𝑢𝑠𝐹𝑆𝑠𝑒𝑡𝑠 do
18 Generate 1∼7-way feature interactions of 𝑆𝑢𝑠𝐹𝑆𝑖 , denoted as 𝐹𝐼𝑆 ;

19 for 𝐹𝐼 𝑗 ∈ 𝐹𝐼𝑆 do
20 if 𝐹𝐼 𝑗 ∉ 𝐶𝑎𝑐ℎ𝑒 then
21 Add 𝐹𝐼 𝑗 into 𝐶𝑎𝑐ℎ𝑒;

22 if 𝐹𝐼 𝑗 ∩ 𝐻𝑅𝐹 ≠ ∅ then
23 Perform suspiciousness examination for 𝐹𝐼 𝑗 and save it to 𝑆𝑢𝑠𝑝𝑖𝑐𝑖𝑜𝑢𝑠𝐹𝐼𝑠𝑒𝑡𝑠

if 𝐹𝐼 𝑗 is suspicious;

24 end
25 end
26 end
27 end
28 return 𝑆𝑢𝑠𝑝𝑖𝑐𝑖𝑜𝑢𝑠𝐹𝐼𝑠𝑒𝑡𝑠

goal can be achieved by using any distance metric to measure the similarity between configurations.

Considering that configurations can be represented by binary sets, we choose Hamming distance

in this paper. For a failed configuration 𝑒 ∈ F C and a passed configuration 𝑧 ∈ PC, their distance
can be calculated as:

𝐷𝑖𝑠 (𝑒, 𝑧) =
| F |∑︁
𝑞=1

|𝑒𝑞 − 𝑧𝑞 |. (3)

Example 4. As shown in Fig. 2, the distance from 𝑐6 to 𝑐2 is (0+0+0+0+0+1)=1, while the distances
to 𝑐1, 𝑝3, 𝑐4 and 𝑐5 are all 2.
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Two configurations are closer if their feature selections are more similar. Consequently, passed

configurations that are closer to 𝑒 are identified to calculate their feature selection differences.

Popular strategies for determining the closest passed configurations include the TopK strategy and

the Threshold strategy [16, 19]. The TopK strategy selects the 𝐾 nearest passed configurations to

the failed configuration. In contrast, the Threshold strategy selects a variable number of passed

configurations by setting a threshold, choosing those with distances less than the specified threshold.

In practice, determining the appropriate value for 𝐾 can be challenging, as the number of passed

configurations can vary widely—from over 20 in some mutants to just one in others. Therefore,

instead of adopting the TopK strategy, a radius is set for each failed configuration to identify similar

passed configurations. In our approach, this radius is defined as the average distance from 𝑒 to all

passed configurations. The radius for 𝑒 can be calculated as follows:

𝑟 =

∑
𝑧∈PC 𝐷𝑖𝑠 (𝑒, 𝑧)
|PC| , (4)

where 𝑟 is the radius of 𝑒 . When 𝐷𝑖𝑠 (𝑒, 𝑧) < 𝑟 , the feature selection difference between 𝑒 and 𝑧 is

calculated.

For a failed configuration 𝑒 , let 𝑃𝐶𝑆 denote the identified passed configurations. The suspicious

feature selection of 𝑒 is obtained based on Eq. (2), which calculates the union of the feature selection

differences between 𝑒 and each passed configuration in 𝑃𝐶𝑆 .

4.3 Correlation-based filtering for potential feature interactions
In our work, symmetric uncertainty is used to evaluate the correlation between the selection of each

feature and the test results. First, the selection vectors for each feature and the test result vector

are required to be constructed. Let the set of selection vectors be 𝑉𝐹𝑠 , and the vector of the test

results be 𝑅. For a feature 𝑓𝑖 , the 𝑗th dimension of its vector 𝑉𝐹𝑖 ∈ 𝑉𝐹𝑠 is ’1’ if 𝑓𝑖 is selected in the

𝑗 th configuration, and ’0’ otherwise. Similarly, the 𝑗 th dimension of 𝑅 is ’1’ if the 𝑗th configuration

passes the test and 0 otherwise.

Example 5. Considering the feature Empty in Fig. 2, its selection vector, based on its selection state
in each configuration, is represented as (0, 1, 1, 0, 0, 0, 1, 0). Similarly, the test result vector is (1, 1, 1, 1,
1, 0, 0).

Next, the selection vector for each feature can be calculated with the test results vector for

symmetric uncertainty, as follows.

𝑆𝑈 (𝑉𝐹𝑖 , 𝑅) = 2

𝐻 (𝑉𝐹𝑖 ) − 𝐻 (𝑉𝐹𝑖 |𝑅)
𝐻 (𝑉𝐹𝑖 ) + 𝐻 (𝑅)

, 𝑖 = 1, 2, ..., 𝑘, (5)

where 𝐻 (𝑉𝐹𝑖 ) and 𝐻 (𝑅) are the entropies of𝑉𝐹𝑖 and 𝑅; 𝐻 (𝑉𝐹𝑖 |𝑅) is the conditional entropy of𝑉𝐹𝑖
when 𝑅 is known. The sets 𝑝 (𝑣) and 𝑝 (𝑟 ) are the prior probabilities of 𝑉𝑏𝑖 and 𝑅, respectively. The
𝐻 (𝑉𝑏𝑖 ), 𝐻 (𝑅) and 𝐻 (𝑉𝑏𝑖 |𝑅) are calculated as follows.

𝐻 (𝑉𝐹𝑖 ) = −
∑︁
𝑣∈𝑉𝐹𝑖

𝑝 (𝑣)𝑙𝑜𝑔2𝑝 (𝑣), 𝑖 = 1, 2, ..., 𝑘, (6)

𝐻 (𝑅) = −
∑︁
𝑟 ∈𝑅

𝑝 (𝑟 )𝑙𝑜𝑔2𝑝 (𝑟 ). (7)

𝐻 (𝑉𝐹𝑖 |𝑅) = −
∑︁
𝑟 ∈𝑅

𝑝 (𝑟 )
∑︁
𝑣∈𝑉𝑏𝑖

𝑝 (𝑣 |𝑟 )𝑙𝑜𝑔2𝑝 (𝑣 |𝑟 ). (8)

Finally, the selection of each feature can be calculated to correlate with the set of test results.

For a feature 𝑓𝑖 , its selection state is added to the high relevance feature set (denoted as 𝐻𝑅𝐹 ) if
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its symmetric uncertainty is greater than 0. It is worth mentioning that the added feature states

should include both selected and deselected state. In our work, irrelevant feature interactions are
filtered based on the rule that buggy feature interactions much contain at least one highly relevant
feature. Therefore, as shown in Line 22 of Algorithm 1, if the intersection of a feature interaction

and 𝐻𝑅𝐹 is an empty set, it will be filtered out.

4.4 Minimize examination of potential feature interactions
Lines 16-27 in Algorithm 1 aim at avoiding duplicated potential feature interaction examinations in

two ways. First, for two suspicious feature selections generated based on any two failed config-

urations, one of them may be a subset of the other, namely, ∃𝑒𝑖 , 𝑒 𝑗 ∈ FP(𝑖 ≠ 𝑗),U(𝑒𝑖 ) ⊂ U(𝑒 𝑗 )
or U(𝑒 𝑗 ) ⊂ U(𝑒𝑖 ). This relationship among suspicious feature selections is called the inclusion
relationship, and removing included suspicious feature selections can reduce the potential feature

interactions that are generated repeatedly. Second, any two suspicious feature selections that do

not have the inclusion relationship could produce the same potential feature interactions. That

is to say, for 𝑒𝑖 and 𝑒 𝑗 , ∃𝐹𝐼𝑘 ∈ U(𝑒𝑖 ), ∃𝐹𝐼𝑙 ∈ U(𝑒 𝑗 ), such that 𝐹𝐼𝑘 = 𝐹𝐼𝑙 , where 𝐹𝐼𝑘 and 𝐹𝐼𝑙 are

two potential feature interactions. This means that duplicated suspiciousness examinations are

performed for the same potential feature interactions. However, these two findings are ignored in

VarCop, and therefore its search efficiency is affected.

If there is an inclusion relation between any two different suspicious feature selections, the

included one should be removed. For example, there are three suspicious feature selections, D1 =

{𝑓1, 𝑓2, 𝑓3,−𝑓4}, D2 = {−𝑓1,−𝑓2, 𝑓3,−𝑓4}, and D3={−𝑓1, −𝑓2, 𝑓3, −𝑓4, −𝑓5}. Apparently, D3 includes

D2. As a result, D2 is removed to avoid duplicated feature interactions being generated. As will be

shown in Section 6.1, this phenomenon is common in our context.

Next, the 1∼7-way feature interactions of each suspicious feature selection are generated and

examined for suspiciousnes. However, we further observe that identical feature interactions are

generated based on different suspicious feature selections. For instance, the potential feature

interactions generated by D1 and D3 are {..., (𝑓2, 𝑓3), (𝑓3, −𝑓4), ...} and {..., (𝑓3, -𝑓4), (-𝑓4, -𝑓5), ...},
respectively. It is worth noting that we only use 2-way feature interactions as an example. D1

and D3 have common feature interactions {(𝑓3,−𝑓4)}, and it should be examined only once for

suspiciousness. Therefore, a caching mechanism which is implemented by the hash map is used to

avoid duplicated suspiciousness examination for feature interactions.

5 Experiment setup
This section details the experimental setup, encompassing research questions, datasets, baselines,

and evaluation metrics. The hardware specifications utilized for the experiments include a Linux-

based server equipped with an Intel Core i5-12450H CPU running at 2.00 GHz and 16.00 GB of

RAM.

5.1 ResearchQuestions
We aim to answer the following research questions (RQs).

RQ1: How much is the search space reduced in CRFL?
RQ2: How efficient is CRFL in comparison with the state-of-the-art approach?
RQ3: How effective is CRFL when extended for statement-level fault localization?
RQ4:Which component of CRFL contributes the most to efficiency gains?
To address RQ1, we count the number of the included suspicious feature selections and duplicated

feature interactions, to demonstrate how many redundant suspiciousness examinations can be

eliminated. In addition, we assess the size of the search space by quantifying the size of feature

interactions examined by CRFL, and then calculate the reduction rate (𝑅𝑎𝑡𝑒) relative to VarCop. To
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answer RQ2, we compare CRFL with the state-of-the-art VarCop in terms of examination time. To

address RQ3, we extend our approach for statement-level fault localization by using the program

slicing and ranking techniques as in VarCop. To answer RQ4, we develop three variants of CRFL

by removing key components: CRFL without the symmetric uncertainty technique (CRFL-wSU),

CRFL without the two findings (CRFL-wTF), and CRFL without the counterfactual reasoning

technique (CRFL-wCR). We then compare these variants in terms of their runtime to determine

which component contributes the most to efficiency gains.

5.2 Dataset
CRFL is evaluated using eight real Java SPL systems, which are widely used in SPL studies [6, 37].

For each system, each sampled configuration has multiple buggy mutants, each of which has a

corresponding unit-level test suite. A configuration is failed whenever there is a failed test suite for

that configuration. The details of the dataset are presented in Table 1, whereN indicates the number

of single-bug mutants;M represents the number of multiple-bug mutants; |SC| is the size of the
sampled configurations; 𝐶𝑜𝑣 denotes the average statement coverage of unit-level test suites; and

𝐿𝑜𝐶 is the lines of code. This dataset encompasses 343 single-bug mutants and 1006 multiple-bug

mutants across eight systems. Note that mutants for BerkeleyDB and TankWar were generated by

ourselves following [37]. First, we sample a set of valid configurations using the SamplingCA 3

tool and then compose the corresponding product systems using the FeatureHouse 4
framework.

Subsequently, we seed some random bugs into these systems and generate the unit-level test suite

for each configuration using the Evosuite 5
tool. The unit-level test suites are then executed to

collect feature-level data, i.e., the configuration-level test suite. The remaining six systems are

sourced from [37].

Table 1. The statistics of the used eight Java SPL systems

System |F | N M |SC| 𝐶𝑜𝑣 𝐿𝑜𝐶

BankAccountTP 8 73 298 34 99.9 143

BerkeleyDB 99 0 2 17 73.6 58030

Email 9 36 55 27 97.7 439

ExamDB 8 49 214 8 99.5 513

Elevator 6 20 26 18 92.9 854

GPL 27 105 267 99 99.4 1944

TankWar 31 0 5 26 63.1 4845

ZipMe 13 55 139 25 42.9 3460

It is important to note that RQ1, RQ2, and RQ4 focus on feature-level validation, which is

independent of whether a mutant involves a single bug or multiple bugs. Therefore, we utilize the

multiple-bug mutants of BerkeleyDB and TankWar along with the single-bug mutants of the other

systems to validate these research questions. Furthermore, considering the phenomenon of false-

passing configurations, we only use the single-bug and multiple-bug mutants from BankAccountTP,
Email, ExamDB, Elevator, GPL, and ZipMe to address RQ3, as they are reported to include false-

passing configurations [40].

3
https://github.com/chuanluocs/SamplingCA.git

4
http://www.fosd.de/fh

5
https://www.evosuite.org/
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5.3 Baselines
In our work, SBFL [2, 3, 30, 36, 42], S-SBFL [11, 33], FB [9], and VarCop [39] are selected as baselines.

They represent the state-of-the-art approaches in fault localization for SPLs, and a brief description

of them is provided below:

• SBFL [2, 3, 30, 36, 42], a classic fault localization technique that directly ranks code statements

based on the program spectrum.

• S-SBFL [11, 33], an improved SBFL approach based on the slicing technique. Therefore, it has

a more robust performance for fault localization.

• FB [9], a feature-based fault localization approach that utilizes SBFL to compute and rank the

suspiciousness of each feature interaction.

• VarCop [39], a novel variability fault localization technique leveraging feature interactions

and spectral information, achieving state-of-the-art performance.

5.4 Metrics
In our work, we evaluate the performance of fault localization in two aspects, i.e., efficiency and

accuracy. Metrics of efficiency are used to address RQ1 , RQ2, and RQ4, while metrics of accuracy

are used to address RQ3.

To evaluate efficiency, the runtime (𝑇𝑖𝑚𝑒) is employed as a critical metric. Given that each

system comprises multiple mutants, the stability of the approaches is assessed by calculating the

standard deviation (𝑆𝑇𝐷) of runtime across different mutants. Furthermore, the size of generated

potential feature interaction sets, which affects the size of the search space, serves as another

key metric for evaluating efficiency. In addition, to evaluate the validity of the two findings, two

metrics are designed based on the given configuration set: the inclusion rate, which quantifies the

proportion of suspicious feature selections from failed configurations that are incorporated into

other configurations, and the duplication rate, which measures the number of identical potential

feature interactions examined across different suspicious feature selections. The inclusion rate (𝐼𝑅)

is calculated as:

𝐼𝑅 =
|Υ|
|F C| , (9)

where |Υ| indicates the number of included suspicious feature selections, and FC is the set of failed

configurations. The duplication rate (𝐷𝑅) can be calculated as:

𝐷𝑅 =
|𝜀 |
|Θ| . (10)

where |𝜀 | denotes the number of duplicated potential feature interactions, and |Θ| is the total number

of 1∼7-way feature interactions.

To evaluate accuracy, we employ four widely-used metrics for statement-level fault localization:

𝑅𝑎𝑛𝑘 , 𝐸𝑋𝐴𝑀 , 𝐻𝑖𝑡@𝑋 , and 𝑃𝐵𝐿. Each of these metrics provides distinct insights into the accuracy

of the fault localization process. These are a brief description of these metrics.

• 𝑅𝑎𝑛𝑘 is the rank of the buggy statement among all suspicious statements. A lower 𝑅𝑎𝑛𝑘

indicates more accurate fault localization.

• 𝐸𝑋𝐴𝑀 denotes the percentage of the number of examined statements before detecting the

buggy statements [59].

• 𝐻𝑖𝑡@𝑋 indicates the number of mutants in which the first 𝑋 examinations are able to detect

the buggy statement. A higher number of mutants with a smaller 𝑋 means better fault

localization accuracy. In our work, we only focus on 𝑋 ∈ [1, 5].
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• Proportion of Bugs Localized (𝑃𝐵𝐿) is a commonly used metric for evaluating multiple-bug

mutants, representing the proportion of buggy statements identified when a certain number

of statements are detected. A higher 𝑃𝐵𝐿 value indicates a more effective approach.

6 Results
This section presents a series of experimental results on the eight systems to address the research

questions.

6.1 RQ1: The reduced search space in CRFL
Fig. 5 shows, in the form of boxplots, the inclusion rate for all the buggy mutants on each of the

eight systems. In order to enhance the interpretation of the data in Fig. 5, we take 𝐵𝑎𝑛𝑘𝐴𝑐𝑐𝑜𝑢𝑛𝑡𝑇𝑃

as an example. From Table 1, this system has 73 single-bug mutants, for each of which the inclusion

rate can be calculated, resulting in 73 data points (shown in a boxplot). According to Fig. 5, most

systems have an average inclusion rate greater than zero, meaning that the inclusion relationship

indeed exists on these systems. Moreover, the average rates are relatively high (i.e., between 16.2%

and 57.3%) on BankAccountTP, Elevator, Email, GPL, and ZipMe. For the other three systems, the

inclusion rate is zero in most mutants. One possible explanation is that the inclusion rate is sensitive

to the size of sampled configurations. For BerkeleyDB, ExamDB, and TankWar, fewer configurations
are sampled than other systems. When the number of sampled configurations is small, the number

of suspicious feature selections also decreases, significantly reducing the likelihood of an inclusion

relationship among them.
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Fig. 5. Ratio of included suspicious feature selections across the eight systems.

Furthermore, the duplication rate all the buggy mutants across the eight systems is presented in

Fig. 6. The average duplication rate for most systems is greater than zero, indicating the presence

of a substantial number of duplicated potential feature interactions in suspicious feature selections.

Notably, a high duplication rate is observed in BankAccountTP, Elevator, Email, GPL, and ZipMe,
with average duplication rates of 47.9%, 54.9%, 44.5%, 43.6%, and 47.8%, respectively. In contrast,

the average duplication rate of BerkeleyDB and TankWar is less than 20%, because the excessive

number of features generates a huge potential feature interaction space. Additionally, most mutants

in ExamDB exhibit a duplication rate of zero. This is likely due to the sparse suspicious feature

selections generated from an extremely limited number of configurations, leading to a significantly

small number of potential feature interactions.

Finally, the average number of potential feature interactions (i.e., the size of search space) gen-

erated by VarCop and CRFL is presented in Table 2. It includes 1∼7-way feature interactions for

each system, along with the reduction rate (𝑅𝑎𝑡𝑒). Due to the large number of potential feature

interactions in BerkeleyDB, only 1∼4-way feature interactions are compared. From Table 2, it
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Fig. 6. Duplication rate of feature interactions across the eight systems.

is evident that CRFL examines fewer 1∼7-way feature interactions on each system compared to

VarCop. In addition, the advantage of CRFL is more noticeable for larger systems. For systems

with fewer than ten features, such as BankAccountTP, Email, and ExamDB, CRFL reduces exami-

nations by 33.4%∼58.8% compared to VarCop. For larger systems, such as ZipMe, GPL, TankWar,
and BerkeleyDB, CRFL can reduce the search space by about 84%, 88%, 73% and 71% compared to

VarCop, respectively.

Table 2. The average number of 1∼7-way feature interactions examined by CRFL and VarCop

Systems 𝑛-way VarCop CRFL 𝑅𝑎𝑡𝑒 (%)

BankAccountTP

1-way 55.97 2.42 95.7

2-way 141.42 17.41 87.7

3-way 208.68 52.25 75.0

4-way 187.66 75.36 59.8

5-way 102.26 52.88 48.3

6-way 31.18 19.03 39.0

7-way 4.10 2.73 33.4

BerkeleyDB

1-way 856.00 183.00 78.6

2-way 40310.00 12364.00 69.3

3-way 1252994.50 410817.00 67.2

4-way 28919106.00 8833702.00 69.5

5-way - - -

6-way - - -

7-way - - -

Elevator

1-way 18.60 1.40 92.5

2-way 25.20 4.60 81.7

3-way 19.75 5.90 70.1

4-way 8.05 3.40 57.8

5-way 1.35 0.75 44.4

6-way 0.00 0.00 -

7-way 0.00 0.00 -

Email

1-way 64.86 3.67 94.3

2-way 165.28 20.64 87.5

3-way 266.61 57.33 78.5

4-way 285.31 86.39 69.7

5-way 203.19 74.86 63.2

6-way 92.94 38.25 58.8

7-way 24.75 10.81 56.3

Systems 𝑛-way VarCop CRFL 𝑅𝑎𝑡𝑒 (%)

ExamDB

1-way 7.61 4.69 38.4

2-way 20.18 10.90 46.0

3-way 32.02 15.31 52.2

4-way 31.41 14.29 57.8

5-way 18.67 8.39 54.5

6-way 6.18 2.76 55.3

7-way 0.88 0.39 55.7

GPL

1-way 432.50 9.10 97.9

2-way 4492.66 241.52 94.6

3-way 30989.59 2897.80 90.6

4-way 156563.35 21091.91 86.5

5-way 612209.61 101700.66 83.4

6-way 1917635.11 368773.49 80.8

7-way 4923805.55 1027440.15 79.1

TankWar

1-way 186.00 34.00 81.7

2-way 1692.40 461.60 72.7

3-way 9786.80 3136.40 68.0

4-way 40254.40 12796.00 68.2

5-way 125001.40 36024.40 71.2

6-way 303782.00 78203.00 74.3

7-way 591282.40 135145.80 77.1

ZipMe

1-way 66.20 3.71 94.4

2-way 195.04 23.29 88.1

3-way 403.49 69.36 82.8

4-way 622.65 121.45 80.5

5-way 727.91 143.36 80.3

6-way 642.78 122.29 81.0

7-way 421.20 76.75 81.8

It is essential to analyze the reasons behind the significant reduction in the search space observed

in CRFL. For low-way feature interactions (e.g., 1∼2-way), the average number of suspiciousness

examinations performed by CRFL is less than VarCop, with the average 𝑅𝑎𝑡𝑒 exceeding 71% across

the eight systems. This substantial reduction can be attributed to the highly relevant feature set
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identified through symmetric uncertainty. Low-way feature interactions that are not in this set are

filtered directly. Consequently, irrelevant 1∼2-way feature interactions are effectively filtered, reduc-
ing computational overhead. For high-order feature interactions (e.g., 3∼7-way interactions), CRFL

examines fewer potential feature selections while achieving higher accuracy. This improvement

stems from CRFL’s ability to precisely identify suspicious feature selections through counterfactual

reasoning, enhancing its effectiveness in reducing unnecessary computations while maintaining

accuracy.

Therefore, we have the following answers to RQ1. Compared to the state-of-the-art VarCop, the
search space in CRFL is reduced above 71% on average. This reduction is achieved because CRFL
examines more suspicious and fewer potential feature interactions, avoiding the repeated generation
and examination of the same feature interactions.

6.2 RQ2: Efficiency of CRFL
Table 3 presents the average runtime (in seconds) of CRFL and VarCop across the eight systems,

along with the runtime ratio of VarCop to CRFL. In addition, the standard deviations (𝑆𝑇𝐷) are also

provided. A lower 𝑆𝑇𝐷 indicates a more stable approach. As shown in Table 3, CRFL outperforms

VarCop in both average runtime and 𝑆𝑇𝐷 . Furthermore, CRFL exhibits significantly lower 𝑆𝑇𝐷

values compared to VarCop, further highlighting its stability. It is noteworthy that CRFL runs

considerably faster than VarCop on all systems, with the speedup ratio ranging from 5.5 to 31.4.

Specifically, for smaller systems with fewer than ten features, such as BankAccountTP, Email,
ExamDB, and Elevator, CRFL is at least 17.6 times faster than VarCop. For larger systems, such as

GPL and BerkeleyDB, both approaches require more time due to the exponentially growing search

space. However, CRFL remains faster than VarCop. On average, CRFL is 22.2 times faster on smaller

systems and 8.9 times faster on larger ones. These results demonstrate the efficiency of CRFL as a

fault localization approach.

Table 3. Comparisons between CRFL and VarCop in terms of the average runtime (in seconds) and standard
deviation (𝑆𝑇𝐷)

Systems

VarCop CRFL

𝑅𝑎𝑡𝑖𝑜
Average 𝑆𝑇𝐷 Average 𝑆𝑇𝐷

BankAccountTP 3.17 1.61 0.18 0.07 17.6

BerkeleyDB 179425.64 8095.63 21551.35 16359.10 8.3

Email 16.34 8.79 0.89 0.42 18.4

ExamDB 2.83 0.97 0.09 0.03 31.4

Elevator 40.28 18.74 1.88 0.76 21.4

GPL 3590.49 3127.89 649.20 433.52 5.5

TankWar 96.95 63.81 15.91 10.35 6.1

ZipMe 1150.00 706.35 72.94 41.89 15.8

Therefore, the answer to RQ2 is clear. The proposed CRFL, which runs at least 5.5 times faster than
the state-of-the-art VarCop, is efficient and stable as a feature interaction fault localization approach
for SPLs.

6.3 RQ3: Localization accuracy of CRFL
In our work, 𝑅𝑎𝑛𝑘 , 𝐸𝑋𝐴𝑀 , and 𝐻𝑖𝑡@𝑋 are used for single-bug mutant evaluation, while 𝑃𝐵𝐿 is

used for multi-bug mutants. For the 𝐻𝑖𝑡@𝑋 and 𝑃𝐵𝐿 metrics, the most suitable ranking criteria

from the available 𝑅𝑎𝑛𝑘 metrics are selected for evaluation.
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The results of average 𝑅𝑎𝑛𝑘 and 𝐸𝑋𝐴𝑀 for CRFL and four baselines are presented in Table 4,

where the column “Metric” represents three popular ranking metrics used in SBFL. As shown in

Table 4, CRFL outperforms the baselines in terms of average 𝑅𝑎𝑛𝑘 and 𝐸𝑋𝐴𝑀 regarding the three

ranking metrics. Compared to SBFL and S-SBFL, CRFL demonstrates a clear advantage, particularly

on the Elevator and GPL systems. The localization accuracy of FB is significantly lower than that of

CRFL for both Rank and EXAM, as it does not extend to statement-level fault localization. Compared

to VarCop, CRFL shows a substantial improvement on GPL, while achieving similar or slightly

better performance on the other five systems. This can be attributed to the fact that larger systems

generally contain a greater number of suspicious statements, and CRFL, leveraging counterfactual

reasoning techniques, effectively isolates a smaller but more precise set of suspicious statements,

thereby enhancing localization performance.

Table 4. Comparison of average 𝑅𝑎𝑛𝑘 and 𝐸𝑋𝐴𝑀 between CRFL and baselines on the six systems

Metric Systems

𝑅𝑎𝑛𝑘 𝐸𝑋𝐴𝑀

CRFL VarCop S-SBFL SBFL FB CRFL VarCop S-SBFL SBFL FB

Dstar

BankAccountTP 3.73 3.81 4.03 3.92 20.52 4.86 4.98 5.26 5.11 26.84

Email 3.42 3.58 3.75 4.61 60.58 1.38 1.45 1.52 1.87 24.53

ExamDB 3.04 3.29 3.29 3.29 26.57 1.21 1.31 1.31 1.31 10.59

Elevator 4.25 4.25 4.00 8.30 92.05 0.95 0.95 0.89 1.85 20.55

GPL 5.50 6.72 9.80 9.09 47.97 0.57 0.70 1.01 0.94 4.97

ZipMe 12.82 12.82 14.71 18.20 452.87 0.55 0.55 0.63 0.78 19.52

Op2

BankAccountTP 3.47 3.51 3.71 3.58 19.77 4.52 4.58 4.84 1.80 25.84

Email 3.72 3.75 4.06 4.03 54.89 1.51 1.52 1.64 1.63 22.22

ExamDB 3.00 3.24 3.24 3.24 26.57 1.20 1.29 1.29 1.29 10.59

Elevator 3.70 3.70 4.15 4.25 91.10 0.83 0.83 0.93 0.95 20.33

GPL 5.52 6.74 8.90 11.48 136.27 0.57 0.70 0.92 3.15 21.79

ZipMe 10.96 10.96 12.38 12.67 447.44 0.47 0.47 0.53 0.55 19.29

Tarantula

BankAccountTP 3.74 3.84 4.25 5.49 28.64 4.88 5.01 5.54 7.17 37.52

Email 3.92 4.31 4.31 13.61 99.64 1.59 1.74 1.74 5.51 40.34

ExamDB 5.10 5.31 5.38 4.65 38.06 2.03 2.11 2.15 1.85 15.16

Elevator 6.10 6.15 6.75 18.40 102.25 1.36 1.37 1.51 4.11 22.82

GPL 5.79 7.20 9.61 10.36 63.12 0.60 0.75 0.99 1.07 6.53

ZipMe 13.82 13.82 15.62 23.73 542.62 0.60 0.60 0.67 1.02 23.39

Furthermore, regardless of the ranking metric used, CRFL consistently achieves high localization

accuracy across most mutants. The choice of ranking metric influences the localization accuracy

of both CRFL and the baseline methods. For instance, Dstar performs better on Email and GPL,
whereas Op2 is more effective for ZipMe. Overall, CRFL and all baseline approaches exhibit improved

localization performance when using the Op2 metric, suggesting that it is better suited for the

evaluated systems. This adaptability enhances the ability to accurately identify buggy statements.

Therefore, we further analyze 𝐻𝑖𝑡@𝑋 and 𝑃𝐵𝐿 using the Op2 metric.

Moreover, comparisons of 𝐻𝑖𝑡@1 ∼ 𝐻𝑖𝑡@5 among CRFL, SBFL, S-SBFL, and VarCop are pre-

sented in Fig. 7. Our approach is able to detect buggy statements on the first investigation in 35.5%

of all buggy mutants. In contrast, SBFL, S-SBFL, and VarCop rank buggy statements in the top 1 in

fewer than 30% of mutants. Furthermore, CRFL ranks buggy statements within the top 2 in over half

of the mutants, demonstrating a significant improvement over the other three approaches. CRFL

ranks buggy statements in the top 2 in more than half of the mutants, which is significantly better

than the other three approaches. The advantage of CRFL is particularly evident at 𝐻𝑖𝑡@4, where

developers using CRFL have a 76.6% probability of identifying buggy statements by examining
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Fig. 7. Comparison of 𝐻𝑖𝑡@1 ∼ 𝐻𝑖𝑡@5 for CRFL, SBFL, S-SBFL and VarCop.

only the top four suspicious statements. The results for 𝐻𝑖𝑡@1 ∼ 𝐻𝑖𝑡@5 further confirm that CRFL

provides more precise feature-level fault localization compared to the baselines.

Finally, for multiple-bug mutants, Fig. 8 presents the comparison results of 𝑃𝐵𝐿. Among the

evaluated approaches, SBFL exhibits the lowest fault localization accuracy, followed by S-SBFL.

VarCop and CRFL achieve comparable accuracy, as both employ the same program slicing and

statement ranking techniques. However, as shown in Section 6.1, CRFL demonstrates significantly

higher efficiency than VarCop. Therefore, CRFL not only preserves localization accuracy but also

substantially improves fault localization efficiency, making it a key advantage of the proposed

approach.
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Fig. 8. Comparison of 𝑃𝐵𝐿 among CRFL, SBFL, S-SBFL, and VarCop.

We can reach the following answers to RQ3. When extended for statement-level fault localization,
CRFL can examine at least 80% and 35% of buggy statements in single-bug and multi-bug mutants
during the first five examinations, respectively. Therefore, CRFL ensures effectiveness for statement-level
localization.

6.4 RQ4: Ablation analysis
Fig. 9 presents a comparison of the average number of 1∼7-way feature interactions examined by

the three variants of CRFL. Notably, CRFL-wSU and CRFL-wCR are excluded from the analysis

for BerkeleyDB due to the caching technique, which causes server memory overflow. The results
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indicate that the two findings have the most significant impact on CRFL’s efficiency, as their removal

(CRFL-wTF) results in the largest number of examined feature interactions across most systems.

However, ExamDB and TankWar deviate from this trend. In ExamDB, the counterfactual reasoning
technique contributes the most to efficiency gains, likely because ExamDB has a lower inclusion rate

and duplication rate, reducing the effectiveness of the two findings. In TankWar, the two findings

are more effective for 1∼3-way feature interactions, while counterfactual reasoning technique is

more beneficial for 4∼7-way interactions, as duplicate feature interactions in TankWarmostly occur

at lower interaction levels. Generally, the same trend is observed in the average runtime results

shown in Fig. 10, where the two findings significantly enhance efficiency in most systems, while

the counterfactual reasoning technique plays a more critical role in TankWar.
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Fig. 9. The average number of 1∼7way feature interactions examined by three variants of CRFL.
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Fig. 10. Comparison of runtime for three variants of CRFL on seven systems.

In summary, regarding RQ4, the two findings contribute most significantly to CRFL, particularly
in systems with high inclusion and duplication rates. Notably, both the counterfactual reasoning and
symmetric uncertainty techniques play equally essential roles in enhancing CRFL’s efficiency. The
synergy among these three components enables CRFL to identify buggy feature interactions more
effectively while reducing computational cost.
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6.5 Threats to Validity
In this section, we present a brief discussion on internal and external validity, and provide simple

views on how to mitigate these threats.

Internal validity. This type of threat may arise from potential errors in the implementation of

CRFL and the baselines used for comparison. To address this, we conducted extensive testing on

our code to identify and correct any errors. This included a thorough examination of the results

through a systematic analysis of small SPL systems. For the baselines used in the experimental

comparisons, we directly utilized the code provided by their authors.

External validity. A noteworthy limitation arises from our underlying assumption that buggy

configurations will invariably manifest detectable failures through test suites. While our empirical

evaluation demonstrates strong correlation between feature-level fault and test failures in the stud-

ied scenarios, we acknowledge the theoretical possibility of silent configuration faults—scenarios

where defective configurations do not trigger immediate test failures. This limitation is inherent

to any testing-based validation approach, as documented in prior work on configuration error

detection [40]. This threat is related to the dataset used for the experiments, i.e., to verify that the

accuracy of our approach is comprehensive. To mitigate this threat, we selected six SPL systems

containing false-passing configurations to evaluate our approach, and these systems are publicly

available [39].

6.6 Related work
In this section, related techniques are briefly described, including fault localization and counterfac-

tual reasoning.

Feature-level fault localization: Feature-level fault localization aims to examine buggy feature

interactions, which can help enhance fault comprehension and identification at an abstract level.

As a fundamental component of statement-level fault localization, it serves a complementary role,

together enabling a more comprehensive fault localization approach in configurable software

systems.

For non-functional feature-level faults, common solution techniques include search-based al-

gorithms [54], machine learning [48, 49, 55], and causal inference algorithms [20, 28, 35, 61]. For

example, Valle et al. [54] proposed a search-based method for automatically correcting incorrect

parameters. This method is designed to alleviate the tedious and time-consuming task of manually

configuring cyber-physical system parameters. Another way is to use machine learning techniques

to calculate the impact weight of each feature on the metrics, with higher weighted features

resulting in a higher probability of failure [48, 49, 55]. In particular, several recent studies have

concluded that causal techniques have a significant advantage in detecting the root cause of buggy

configurations [20, 28, 35, 61].

In contrast, there has been limited research on functional feature-level fault localization in SPLs.

Arrieta et al. [9] analyzed each failed configuration and calculated the suspiciousness of each feature
using the program spectrum technique. Their study confirms that single-system fault localization

techniques can be applied in SPL systems. Building on this idea, Nguyen et al. [39] proposed an

approach to examine suspicious feature interactions based on the relationship between partial

configurations and test results, along with a tool that combines program spectrum and program

slicing techniques to locate buggy statements.

It is worth noting that our approach is built upon VarCop, where feature-level fault localization

is achieved by enumeratively mining suspicious feature selections. In contrast, CRFL employs

counterfactual reasoning techniques to obtain more precise suspicious feature selections, thereby

reducing the search space. Furthermore, CRFL significantly enhances the efficiency of examining
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suspicious feature interactions by leveraging the two findings and symmetric uncertainty techniques.

Therefore, our approach improves both the efficiency and accuracy of statement-level localization

by narrowing the range of suspicious statements.

Counterfactual reasoning: Counterfactual reasoning has been used successfully in software

engineering, including single-system software [10, 21, 29], neural models [17, 22], and configurable

software [20, 27]. Counterfactual reasoning can be used in single-system software for program

analysis and fault localization. For example, Baah et al. [10] applied the probabilistic graphical

model to program dependency graphs and used counterfactual reasoning techniques to estimate

the effect of statements on test results. Compared to traditional single-system software, neural

models are a specific type of software within the deep learning category, and their faults are more

specialized, such as when the LOSS fails to converge. Gao et al. [22] proposed a counterfactual

reasoning-based framework to model and identify the impact of neural models. Their work explicitly

captures the misleading information of identifiers and reduces its impact. Similarly, some tasks in

configurable systems can be addressed using counterfactual reasoning. For instance, Clemens et al.
[20] employed counterfactual reasoning to achieve root cause localization of non-functional faults

in feature interactions within configurable systems.

Different from existing researches, we use counterfactual reasoning to efficiently detect functional

buggy feature interactions for SPLs.

6.7 Data availability
The source code of our tool CRFL and the benchmarks used in evaluations are available at

https://github.com/Songluhaining/CRFL.git.

7 Conclusions
This paper proposes a high-performing and low-cost approach for functional feature interaction

fault localization in SPLs by reducing the search space with counterfactual reasoning and eliminat-

ing redundant feature interaction examinations based on two key empirical findings. Extensive

experiments demonstrate that CRFL outperforms the state-of-the-art VarCop, achieving a smaller

and more precise search space while localizing suspicious feature interactions more efficiently. Fur-

thermore, when extended to statement-level localization, our approach accurately identifies buggy

statements in both single and multiple buggy mutants. These results highlight the effectiveness of

our approach in enhancing fault localization for functional feature interactions in SPLs.

Since CRFL requires only configurations and corresponding test results as input, it is independent

of specific programming languages and can be considered a general feature interaction fault

localization method. However, our current experiments focus on Java systems due to the availability

of Java-based datasets in the SPL fault localization domain. Additionally, when extending CRFL to

statement-level fault localization, we employ a Java-specific slicing technique.

To further enhance CRFL’s applicability, we plan to extend it to systems using other programming

languages, such as C. Moreover, statement-level fault localization in SPLs remains an important

research direction. We will further evaluate CRFL’s effectiveness at the statement level, especially in

systems with different programming languages. Finally, extending CRFL to identify non-functional

feature interaction faults in configurable systems is another promising avenue for future research.
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