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Abstract—This paper integrates an estimation of distribution based update operator into decomposition-based multi-objective evolutionary algorithms for binary optimization. The probabilis-
tic model in the update operator is a probability vector, which is adaptively learnt from historical information of each subproblem. We show that this update operator can significantly enhance decomposition-based algorithms on a number of benchmark problems. Moreover, we apply the enhanced algorithms to the constrained optimal software product selection problem in the field of search-based software engineering. For this real-world problem, we give its formal definition and then develop a new repair operator based on satisfiability solvers. It is demonstrated by the experimental results that the algorithms equipped with the estimation of distribution operator are effective in dealing with this practical problem, particularly for large-scale instances. The interdisciplinary studies in this paper provide a new real-world application scenario for constrained multi-objective binary optimizers, and also offer valuable techniques for software engineers in handling the optimal software product selection problem.
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MULTI-objective evolutionary algorithm based on decomposition (MOEA/D), first proposed by Zhang and Li [1] in 2007, offers an algorithm framework where a multi-objective optimization problem (MOP) is explicitly decomposed into several scalar subproblems by using weight vectors. Since the first proposition of MOEA/D, decomposition-based multi-objective evolutionary algorithms (MOEAs) have attracted significant attention from researchers. Over the past ten years, there have been a number of studies on the improvements/extension of decomposition-based algorithms from different aspects. Among them, several works have employed another type of decomposition, where the objective space is divided into a number of subspaces by using reference vectors [2]–[5]. For a comprehensive survey of the decomposition-based MOEAs, please refer to [6].

In the original MOEA/D [1], genetic operators are incorporated to generate new solutions. Concretely, the one-point crossover and the bit-flip mutation are used for binary optimization problems; the simulated binary crossover and the polynomial mutation are widely used for continuous optimization problems. As discussed in [6], different reproduction operators may be required across different problems. In order to improve the performance of decomposition-based algorithms, several reproduction operators have been investigated within the MOEA/D framework. These reproduction operators are typically implemented by other metaheuristics, including differential evolution (DE) [7], [8], ant colony optimization (ACO) [9], particle swarm optimization (PSO) [10]–[12], simulated annealing (SA) [13] and covariance matrix adaptation evolution strategy (CMA-ES) [14].

Estimation of distribution algorithms (EDAs) [15]–[18] are stochastic optimization algorithms that guide the search towards the optimum by building and sampling explicit probabilistic models of promising candidate solutions. The optimization process is viewed as a number of incremental updates of a probabilistic model, encoding the uniform distribution initially and generating only the global optima eventually. Different from most conventional evolutionary algorithms (EAs) which generate new solutions using one or more variation operators, EDAs generate solutions by constructing and sampling a probabilistic model that could capture the distribution of promising solutions. Using explicit probabilistic models in optimization has allowed EDAs to solve many large and complex problems.

1In the literature, different terminologies have been used for the second type of decomposition, such as direction vectors [2], reference lines [3], and reference vectors [5]. In this work, we unify them to reference vectors.
There have been several studies aiming at incorporating EDAs into the decomposition-based framework. For continuous optimization problems, typical works can be found in [19]–[22], etc. Since the scope of this paper is about combinatorial optimization, we focus on the review of related works that combines EDAs with MOEA/D for combinatorial optimization problems. Shim et al. [23] integrated EDA into MOEA/D for solving the multi-objective multiple traveling salesman problem. In this algorithm, the used EDA is based on the univariate modeling [16], which is simple, efficient and requires no internal parameter tuning. Zhou et al. [24] proposed an approach, named multi-objective estimation of distribution algorithm based on decomposition, for solving multi-objective traveling salesman problems (MOTSPs). In the algorithm, an MOTSP is decomposed into a set of scalar subproblems, and a probabilistic model, using both priori and learned information, is constructed to guide the search for each subproblem. For each subproblem $i$, the probabilistic model is represented by a matrix $P_i$, which is defined based on a pseudo distance matrix $D^i$ and a learned information matrix $Q^i$. Zangari et al. [25] introduced a general multi-objective decomposition-based EDA using Kernels of Mallows models for solving multi-objective permutation-based optimization problems. In the framework, a Mallows model is learnt using the neighboring solutions of a subproblem. Results on the multi-objective permutation flowshop scheduling problem demonstrated the validity of the proposed algorithm.

Li et al. [26] incorporated an EDA-based reproduction operator into the MOEA/D framework to deal with multi-objective knapsack problems (MOKPs). In the algorithm, a probability vector is maintained for each subproblem, and is built from all the neighboring solutions for a subproblem. Since the neighborhood size of each subproblem is relatively small, however, the learned probability vector may easily suffer from premature convergence [27]. To overcome the above drawback, Wang et al. [27] suggested to add a mall value to the probability vector. In this way, however, an extra parameter $s$ is involved. Souza et al. [28] investigated the effect of probabilistic graphical models (PGMs) within MOEA/D, and proposed a framework named MOEA/D-GM for combinatorial optimization problems. Different EDAs can be instantiated in the MOEA/D-GM framework, including the univariate marginal distribution algorithm (UMDA) [16], the population-based incremental learning (PBIL) [15] and the Tree-EDA [29]. All the probabilistic models are learnt using the solutions from the neighborhood of each subproblem. Note that the Tree-EDA is capable of capturing pairwise interactions between decision variables, and the MOEA/D-Tree, a variant of MOEA/D-GM using Tree-EDA, has been shown to be effective in dealing with the bi-objective trap problems.

In this paper, we enhance the performance of decomposition-based algorithms for multi-objective binary optimization by incorporating an estimation of distribution (EoD) update operator. Within the decomposition-based framework, new solutions generated by any reproduction operator can be updated by EoD. For each subproblem or each subspace\(^2\), this operator maintains a probability vector as the probabilistic model. Different from most previous works where the probabilistic model is learnt from neighboring solutions [25]–[28], the probability vector in EoD is constructed based on historical information of each subproblem. The motivations of using historical information are twofold. First, the neighborhood size of a subproblem is often relatively small. In this case, using neighboring information may be insufficient to learn a probabilistic model that could capture well the real distribution of promising solutions [27]. Second, as shown in [20], the previously visited solutions can provide useful information for improving the performance (especially the convergence) of algorithms. Even though the above conclusion is drawn in the context of continuous optimization, it would be of reference value for discrete optimization as well. To use historical information, a key issue is how to record and capture this information. Compared with non-decomposition-based algorithms, those with decomposition in fact provide a more natural way to record historical information. Since the subproblems (or subspaces) are explicit in decomposition-based algorithms, we can easily capture the solutions visited in each subproblem, and then record useful information that will be used to update the probability vector, such as the total number of solutions visited till now (more details will be available in Section III-A).

In this work, we show that the EoD can be easily incorporated into decomposition-based algorithms, and then apply the resulting algorithms to the constrained optimal software product selection (OSPS) problem, a real-world problem derived from the search-based software engineering (SBSE). In the OSPS problem, the goal is to search for optimal software products from a software product line (SPL) by simultaneously optimizing multiple and usually conflicting objectives. The search usually works on binary variables in a large-scale (with up to 20,000+ decision variables [30]) and highly constrained decision space. Therefore, the OSPS problem is a large-scale multi-objective binary optimization problem [30].

Recently, Sayyad et al. [31] have demonstrated that MOEAs are a promising tool for tracking the OSPS problem. They evaluated seven MOEAs, including NSGA-II [32], SPEA2 [33], IBEA [34] in two OSPS instances with five optimization objectives, finding that IBEA outperformed the others. Subsequently, Sayyad et al. [35] improved the performance of both IBEA [34] and NSGA-II [32] in large-scale OSPS instances (with 6,888 decision variables) by adding a rich “seed” in the midst of a randomly-generated initial population. Alternatively, Henard et al. [36] enhanced MOEAs by using satisfiability (SAT) solvers to implement new mutation and replacement operators. The “SIP” method, introduced by Hierons et al. [37], integrates a novel encoding (that shrinks the representation) and an “1+\(n\)” approach (that prioritises the number of constraints that fail) into MOEAs to improve their performance.

\(^2\)Recall that in the first type of decomposition (using weight vectors), an MOP is usually converted into subproblems. In the second type of decomposition (using reference vectors), the objective space is divided into subspaces. Hereinafter, we may use only “subproblems” for the sake of brevity.
performance. The MOEAs evaluated in [37] include NSGA-II [32], IBEA [34], MOEA/D [1] and SPEA2+SDE [38]. To the best of our knowledge, the work in [37] first used decomposition-based algorithms to solve the OSPS problem. In our previous work [30], a new algorithm named SATVaEA was proposed by combining two types of SAT solvers with the VaEA framework [39]. In the new algorithm, SAT solvers are used to implement an effective and efficient repair operator. Experimental results in a number of large-scale real-world OSPS instances demonstrated that SATVaEA was capable of returning a set of more diversified software products in comparison with some prior algorithms [36], [37].

In all the previous works [30], [31], [35]–[37], the constraints considered are those constraints whose violations will result in invalid software products. Since they are related to the validity or invalidity of software products, we call them “hard constraints”. In practice, from the perspective of an end user, she/he may have limited budget for the software to be selected. In this case, the budget can be viewed as a constraint. Similarly, the constraints on the defects in a software product can also be applied. In contrast to hard constraints, these constraints are typically related to the demands of users, e.g., limitations on budget and defects. Therefore, we can call them “soft constraints”. In this paper, we give the formal definition of the OSPS problem with both hard and soft constraints (more details can be found in Section II-B). To our best knowledge, this has not been done previously.

In this paper, we enhance the performance of decomposition-based algorithms by using the EoD update operator, and then apply the new algorithms to the constrained OSPS problem. Main contributions of this work are summarized as follows.

- An effective EoD update operator that can be used to improve decomposition-based algorithms for binary optimization. In the proposed EoD, the probabilistic model is a probability vector, which is learnt based on historical information of a subproblem. This learning rule is different from what was often used in the previous works [25]–[28]. Moreover, this learning rule is made self-adaptive, introducing no parameters to be tuned by users.
- The first formal proposition of the constrained OSPS problem in the SBSE field. Previously, the OSPS problem with only hard constraints has been extensively investigated [30], [31], [35]–[37]. This paper attempts to handle this problem considering both hard and soft constraints. Moreover, we develop a new SAT solvers-based repair operator for the problem.
- The interdisciplinary studies in this work can be of significance in both the evolutionary multi-objective optimization (EMO) and SBSE communities. For the EMO community, the constrained OSPS problem provides a new application scenario for binary multi-objective optimization algorithms. Meanwhile, for the SBSE community, a new repair operator and some new algorithms are developed for the OSPS problem.

The remainder of the paper is organized as follows. Section II introduces the constrained OSPS problem. Section III describes the proposed methods in detail. Next, experimental studies and further discussions are presented in Sections IV and V, respectively. Finally, we conclude the paper and outline possible research lines for future studies in Section VI.

II. PROBLEM STATEMENTS

In SBSE, one of the most studied problems is the optimal product selection from an SPL. To describe this problem clearly, we need to introduce some important concepts.

A. SPLs and feature models

In an SPL, a set of reusable modular software components are used to systematically configure a family of software products, which share some common functionalities, but differ in some specific aspects of the system functionality [40]. In general, an SPL is represented by a feature model (FM) [41], which is a tree-like structure where each node represents a feature—an abstraction of a functionality or a product characteristic [42], [43]. For example, Fig. 1 shows the feature model (containing 10 features) for a mobile phone SPL.

![Fig. 1. The feature model for a simplified mobile phone software product line [30].](image)

In an FM, each feature (except the root) has only one parent feature and can have a set of child features. The feature model specifies clearly both the parent-child relations (PCRs) and cross-tree constraints (CTCs) among features [44]. Given a parent feature \( X \), and its child features \( \{x_1, x_2, \ldots, x_n\} \), there are the following four types of PCRs, each of which can be expressed by a propositional formula.

- \( x_i \) is a mandatory child feature: \( x_i \leftrightarrow X \).
- \( x_i \) is an optional child feature: \( x_i \rightarrow X \).
- \( \{x_1, \ldots, x_n\} \) is a group of or child features: \( X \leftrightarrow x_1 \lor \ldots \lor x_n \).
- \( \{x_1, \ldots, x_n\} \) is a group of xor child features: \( (X \leftrightarrow x_1 \lor \ldots \lor x_n) \land \{ \bigwedge_{1 \leq i < j \leq n} (\neg(x_i \land x_j)) \} \).

Given two features \( x_1 \) and \( x_2 \), there exist the following two CTCs.

- \( x_1 \) requires \( x_2 \): \( x_1 \rightarrow x_2 \).
- \( x_1 \) excludes \( x_2 \): \( \neg(x_1 \land x_2) \).

A valid product must simultaneously satisfy all the constraints derived from both PCRs and CTCs. Since any violated constraint will result in software products that are not configurable, we call them “hard constraints” (HCs). For example,
HCs for the FM in Fig. 1 can be expressed in the following propositional formula.

\[
HCs = x_1 \land \{x_1 \leftrightarrow x_2\} \land \{x_1 \leftrightarrow x_4\} \land \{x_3 \to x_1\} \\
\land \{x_5 \to x_1\} \land \{x_4 \leftrightarrow \text{xor}\{x_6, x_7, x_8\}\} \\
\land \{x_5 \leftrightarrow x_9 \lor x_{10}\} \land \{x_9 \to x_3\} \land \{\neg\{x_3 \land x_6\}\} \\
\tag{1}
\]

The propositional formula in (1) can be then transformed into the following equivalent formula in conjunctive normal form (CNF).

\[
HCs = x_1 \land (\neg x_1 \lor x_2) \land (x_1 \lor \neg x_2) \land (\neg x_1 \lor x_4) \\
\land (x_1 \land \neg x_4) \land (x_1 \lor \neg x_3) \land (x_1 \lor \neg x_5) \land (x_1 \lor \neg x_6) \\
\land (x_4 \lor \neg x_7) \land (x_4 \lor \neg x_8) \land (\neg x_4 \lor x_6 \lor x_7 \lor x_8) \\
\land (\neg x_6 \lor x_7) \land (\neg x_6 \lor \neg x_8) \land (\neg x_7 \lor \neg x_8) \\
\land (x_5 \lor \neg x_9) \land (x_5 \lor \neg x_{10}) \land (\neg x_5 \lor x_9 \lor x_{10}) \\
\land (x_8 \lor \neg x_9) \land (\neg x_3 \lor \neg x_6) \\
\tag{2}
\]

In (2), there are 19 HCs in total. Notice that each disjunctive formula in (2) is also called a clause.

**B. The OSPS problems with soft constraints**

For the OSPS problem widely investigated in the literature [30], [31], [36], [37], we need to search for solutions in the decision space \(\{0, 1\}^n\) by selecting or deselecting each feature \(x_i (i = 1, \ldots, n)\). These solutions should 1) satisfy all the HCs specified by the FM, e.g., those in (2), and 2) keep a trade-off among multiple (e.g., four or more) optimization objectives, such as the total cost, the number of selected features and the known defects [30], [31], [36], [37].

In the previous studies, however, only HCs were considered when selecting software products from an SPL. In practice, as discussed in Section I, we may also need to take into account "soft constraints" (SCs), which are related to the demands of users. To construct multi-objective OSPS problems with SCs, we add three attributes to the \(i\)-th feature, i.e., \(cost_i\), \(used\_before_i\) and \(defects_i\), following the same suggestions of Sayyad et al. [31], [35], Henard et al. [36] and Hierons et al. [37]. The values of the attributes are generated randomly according to uniform distributions. More specifically, the values of \(cost_i\) are distributed uniformly between 5.0 and 15.0, while those of \(defects_i\) are random integers between 0 and 10. The \(used\_before_i\) takes random boolean values (represented by 0 and 1). In addition, there is a dependency between \(used\_before_i\) and \(defects_i\): if (not \(used\_before_i\)) then \(defects_i = 0\). Note that the ranges of the attributes are selected following the practice in the prior works [31], [35]–[37].

Based on the above attributes, we can construct the following 2-objective OSPS problem.

\[
\text{Minimize } f(x) = (f_1(x), f_2(x)) \\
\text{subject to } HCs \text{ in CNF (see Section II-A)} \\
\sum_{j=1}^{n} cost_j \cdot x_j \leq \sigma \sum_{j=1}^{n} cost_j \\
x = (x_1, \ldots, x_n)^T \in \{0, 1\}^n \\
\tag{3}
\]

where

\[
f_1(x) = n - \sum_{j=1}^{n} x_j \\
f_2(x) = \sum_{j=1}^{n} x_j \cdot (1 - used\_before_j) \\
\tag{4}
\]

The constraint (4) specifies all the HCs in CNF like those in (2). The constraint condition in (5) means that the cost of the current software product should not be larger than \(\sigma \sum_{j=1}^{n} cost_j\), indicating that software engineers or end users may impose restrictions on the budget. The parameter \(\sigma\) in (5) is set to 0.2 in this paper. According to constraint (6), \(x\) is an \(n\)-dimensional binary vector.

The first optimization objective \(f_1(x)\), as shown in (7), denotes the number of unselected features. In practice, the products to be configured are expected to provide as many functionalities as possible. Therefore, we seek to maximize the number of selected features, i.e., \(\sum_{j=1}^{n} x_j\). Inversely, the number of unselected features should be minimized.

The second optimization objective \(f_2(x)\), as given in (8), represents the number of features that were not used before. As discussed in [30], [37], features previously not used are more likely to be faulty. Therefore, the number of features that were not used before should be minimized. According to (8), we only consider features that are currently selected. If a feature is not selected, i.e., \(x_j = 0\), then \(x_j \cdot (1 - used\_before_j)\) contributes 0 to \(f_2(x)\). Instead, if \(x_j\) is selected and was not used before, i.e., \(x_j = 1\) and \(used\_before_j = 0\), then \(x_j \cdot (1 - used\_before_j)\) contributes 1 to \(f_2(x)\).

By adding the third optimization objective shown in (9),

\[
f_3(x) = \sum_{j=1}^{n} defects_j \cdot x_j, \\
\tag{9}
\]

we can obtain the following 3-objective OSPS problem.

\[
\text{Minimize } f(x) = (f_1(x), f_2(x), f_3(x)) \\
\text{subject to the same constraints as in (4) – (6)}. \\
\tag{10}
\]

As seen, the 3-objective OSPS problem has the same constraints as in the 2-objective problem. The added objective, given by (9), is the number of total defects in all the selected features. Definitely, this number should be minimized.

Finally, the 4-objective OSPS problem is in the following form.

\[
\text{Minimize } f(x) = (f_1(x), f_2(x), f_3(x), f_4(x)) \\
\text{subject to the same constraints as in (4) and (5)} \sum_{j=1}^{n} defects_j \cdot x_j \leq \delta \sum_{j=1}^{n} defects_j \\
\text{the same constraint as in (6)} \\
\tag{11}
\]

This problem is constructed by adding the fourth optimization objective:

\[\text{Minimize } f_4(x) = \sum_{j=1}^{n} defects_j \cdot x_j \leq \delta \sum_{j=1}^{n} defects_j \tag{12}\]

According to our empirical experiments, there are both feasible and infeasible solutions by setting \(\delta\) to 0.2. Therefore, the constraint (5) can be used to test an algorithm’s ability of distinguishing between feasible and infeasible solutions.
objective as in (13), and a new constraint as in (12). The fourth optimization objective denotes the total cost, which is to be minimized. The added constraint (12) imposes restrictions on the defects allowed. In (12), \( \delta \) is set to 0.1 in this work\(^4\).

\[
f_k(x) = \sum_{j=1}^{n} \text{cost}_j \cdot x_j. \tag{13}
\]

### III. THE PROPOSED METHODS

In this section, we start by giving details of the proposed EoD update operator. Then, we integrate this operator into two popular decomposition-based MOEAs, i.e., MOEA/D [1] and NSGA-III [3]. Next, we depict a new repair operator for the OSPS problem. Finally, we show how the soft constraints are handled in both algorithms.

#### A. The EoD update operator

In most decomposition-based MOEAs, an MOP is decomposed into a number of scalar subproblems by employing \( N \) weight vectors. For each subproblem, we can build a probabilistic model using historical information, and then apply this model to update solutions. More specifically, for the \( i \)-th (\( i = 1, 2, \ldots, N \)) subproblem, we maintain a probability vector, denoted by \( p_i = (p_{i1}, p_{i2}, \ldots, p_{in}) \), in which the \( k \)-th component represents the probability to be “1” (or true) in the \( k \)-th position. That is to say, \( p_{ik} = P(x_{ik} = 1) \), where \( P(\cdot) \) is the probability of an event. Since the exact \( p_{ik} \) is unknown, we use the following formula to estimate it.

\[
p_{ik} = \alpha \cdot 0.5 + (1 - \alpha) \frac{T_{ik}}{S_i}, \tag{14}
\]

where \( T_{ik} \) is the accumulated number of 1’s in the \( k \)-th gene for the \( i \)-th subproblem, and \( S_i \) denotes the total number of solutions visited till now in the \( i \)-th subproblem. Clearly, \( \frac{T_{ik}}{S_i} \leq 1 \) as \( T_{ik} \leq S_i \). If we use only the ratio \( \frac{T_{ik}}{S_i} \) to estimate \( p_{ik} \), this would be problematic if \( S_i \) is not large enough, particularly in the early phase of the evolutionary process where a limited number of solutions have been visited.

To handle the above issue, we introduce a learning factor \( \alpha \in [0, 1] \), which adds weights to two items, i.e., 0.5 and \( \frac{T_{ik}}{S_i} \). In the early phase, the decision variables take either 0 or 1 with a probability close to 0.5. As the evolution proceeds, the term \( \frac{T_{ik}}{S_i} \) may become more and more accurate to approximate \( p_{ik} \). Intuitively, \( \alpha \) should be large early and small later. Therefore, we can set \( \alpha \) according to the following equation.

\[
\alpha = 1 - \frac{FE_s}{\max FE_s}, \tag{15}
\]

where \( FE_s \) is the number of the current function evaluations, and \( \max FE_s \) denotes the maximal \( FE_s \) allowed. Similarly, if the maximal runtime (i.e., \( \max RT \)) is used as the termination condition, then \( \alpha \) is updated by

\[
\alpha = 1 - \frac{RT}{\max RT}, \tag{16}
\]

where \( RT \) is the current runtime.

\(^4\)Similar to the parameter \( \sigma \) in (5), \( \delta \) is also set based on our empirical experiments.

According to (15) and (16), \( \alpha \) is linearly decreased from 1.0 to 0.0 during the whole evolutionary process. In the early phase, the second term \( \frac{T_{ik}}{S_i} \) in (14) is just a coarse estimation to the distribution. Therefore, it is reasonable to give a smaller weight to it, but a larger one to the first term “0.5”. That is to say, the \( p_{ik} \) is close to 0.5 in the early phase, doing a random assignment between 1 and 0. In the later phase, however, the \( p_{ik} \) is primarily determined by the second term because the weight \( 1 - \alpha \) grows as \( \alpha \) decreases.

#### Algorithm 1. EoD update operator \((x, i, u_p)\)

**Input:** \( x \) (the solution to be updated), \( i \) (the \( i \)-th subproblem) and \( u_p \) (the update probability)

**Output:** \( x \) (the updated solution)

1. Construct \( p_i \) according to (14)
2. for \( k \leftarrow 1 \) to \( n \) do
3. \( r_1 \leftarrow \text{rand}(0, 1) \)
4. if \( r_1 < u_p \) then
5. \( r_2 \leftarrow \text{rand}(0, 1) \)
6. if \( r_2 < p_{ik} \) then
7. \( x_k \leftarrow 1 \)
8. else
9. \( x_k \leftarrow 0 \)
10. end if
11. end if
12. end for
13. return \( x \)

The EoD update operator is given in Algorithm 1. As shown in line 1, the probability vector for the \( i \)-th subproblem is constructed by using (14) to calculate each component of \( p_i \). Similar to mutation operators, the EoD update operator introduces an update probability \( u_p \), which determines the ratio of decision variables to be updated by EoD. For each dimension \( k \), as shown in line 4 of Algorithm 1, the EoD will be applied if a random number \( r_1 \) is smaller than \( u_p \). To update \( x_k \) by EoD, the procedure needs to check if \( r_2 < p_{ik} \) is true. If so, \( x_k \) is set to 1. Otherwise, it is set to 0 (see lines 6-10 in Algorithm 1).

Finally, it is worth mentioning that the EoD update operator can be implemented easily. From the perspective of programming, we just need to maintain a variable for \( S_i \) and an array for \( T_i = (T_{i1}, T_{i2}, \ldots, T_{in}) \). Moreover, the variable and the array can be automatically updated once a new solution appears in the \( i \)-th subproblem. In the following section, we will show that this update operator can be integrated into decomposition-based MOEAs without much effort.

#### B. Integrating EoD into decomposition-based MOEAs

In this section, we integrate EoD into two popular decomposition-based MOEAs (i.e., MOEA/D and NSGA-III), leading to two new algorithms, MOEA/D-EoD and NSGA-III-EoD.

1. MOEA/D-EoD: The framework of the proposed MOEA/D-EoD is given in Algorithm 2, where the codes related to EoD are underlined. In MOEA/D-EoD, there are two common parameters \( N \) and \( T \), which denote the population
size and the neighborhood size, respectively. As in MOEA/D, a set of weight vectors \( \{ w_1, \ldots, w_N \} \) is needed in the new algorithm. Before the algorithm begins, the weight vectors are generated by using systematic approaches \cite{3, 4, 45}. Then, the neighborhoods can be identified by working out \( T \) closest weight vectors to each weight vector (see lines 1-2 in Algorithm 2). Next, the population \( P \) is randomly initialized. If infeasible solutions appear, then they are repaired according to problem-specific methods. For the OSPS problem, the repair operator will be given in Section III-C. The following are some important steps involved in MOEA/D-EoD.

**Algorithm 2 MOEA/D-EoD for binary optimization**

**Input:** \( N \) (population size), \( T \) (neighborhood size)

**Output:** The final population \( P \).

1. Initialize \( N \) weight vectors \( w_1, \ldots, w_N \).
2. For each \( i = 1, \ldots, N \), set \( B(i) = \{ i_1, \ldots, i_T \} \), where \( w_{i_1}, \ldots, w_{i_T} \) are \( T \) closest (regarding the Euclidean distance) weight vectors to \( w_i \).
3. Generate an initial population \( P = \{ x_1, \ldots, x_N \} \), and repair infeasible solutions according to problem-specific methods.
4. Work out \( f(x_1), \ldots, f(x_N) \).
5. **while the termination criterion is not fulfilled** do
6. Determine \( z_i^{\text{min}} \) and \( z_i^{\text{max}} \). For each \( f(x) \), \( x \in P \), normalize it to \( f(x) \) by \( (17) \).
7. Initialize the reference point \( z^* \) used in scalarizing functions
8. for \( i = 1, \ldots, N \) do
9. Randomly select two indexes \( k \) and \( l \) from \( B(i) \), and apply a crossover operator to \( x_k \) and \( x_l \) to generate two new solutions \( y_1 \) and \( y_2 \).
10. Set \( y \) to \( y_1 \) or \( y_2 \), both with a probability \( 0.5 \). Similarly, set \( h \) to either \( k \) or \( l \).
11. **End EoD update operator** \( y, h, u_p \) // Algorithm 1
12. **End repair** \( y \) using problem-specific methods.
13. Work out \( f(y) \) and normalize it to \( \bar{f}(y) \) using the same \( z_i^{\text{min}} \) and \( z_i^{\text{max}} \) as in line 6.
14. Update \( z^* \) based on \( \bar{f}(y) \).
15. Update subproblems: For each \( j \in B(i) \), if \( g^*(y|w_j, z^*) < g^*(x_j|w_j, z^*) \), set \( x_j = y \), and update \( S_j \) and \( T_j \) in EoD // The \( g^* \) is a scalarizing function. 
16. end for
17. end while
18. return \( P \)

**a) Normalization and estimation of ideal/nadir points:**
The objective vectors are suggested to be normalized (line 6). For each \( f(x) = (f_1(x), \ldots, f_m(x)) \) \( x \in P \), we normalize it to \( \bar{f}(x) = (\bar{f}_1(x), \ldots, \bar{f}_m(x)) \) by using \( z_i^{\text{min}} = (z_i^{\text{min}}_1, \ldots, z_i^{\text{min}}_m)^T \) and \( z_i^{\text{max}} = (z_i^{\text{max}}_1, \ldots, z_i^{\text{max}}_m)^T \), according to the following formula

\[
\bar{f}_i(x) = \frac{f_i(x) - z_i^{\text{min}}}{z_i^{\text{max}} - z_i^{\text{min}}} ,
\]

(17)

where \( z_i^{\text{min}} \) is the minimal value for the \( i \)-th objective found so far, and \( z_i^{\text{max}} \) is the maximal value for the \( i \)-th objective in the current population. According to (17), \( \bar{f}_i(x) \in [0, 1] \).

The components of the ideal point \( z^{\text{ideal}} \) and the nadir point \( z^{\text{nadir}} \) define lower and upper bounds for the objective functions, and represent the best and the worst values that each objective function can reach in the PF \cite{46}. Since the true ideal point and nadir point are difficult to obtain, they are usually estimated during the optimization process. After normalization, the ideal point can be estimated by \( z^{\text{ideal}} = (-0.1, \ldots, -0.1)^T \), which is in fact the same suggestions as in \cite{1} and \cite{47}. According to \cite{46}, the nadir point can be estimated to be \( z^{\text{nadir}} = (1.1, \ldots, 1.1)^T \).

In line 7 of Algorithm 2, the reference point \( z^* \) should be initialized according to the demands of users. If the ideal point is specified, then \( z^* \) is set to \( z^{\text{ideal}} \). Otherwise, \( z^* \) is set to \( z^{\text{nadir}} \).

**b) Reproduction operators:** To generate new solutions, we randomly select two indexes \( k \) and \( l \) from \( B(i) \), and apply a crossover operator to the parents \( x_k \) and \( x_l \) (line 10). For binary optimization, a number of crossover operators can be applied. Among them, the single-point crossover \cite{48, 49} may be one of the simplest and most used operators. The single-point crossover exchanges the bits of the first parent, from the beginning to the crossover point, with those of the second one. Each time, this will generate two child solutions \( y_1 \) and \( y_2 \). According to line 10 in Algorithm 2, \( y \) is set to either \( y_1 \) or \( y_2 \), both with a probability \( 0.5 \). That is to say, we randomly select a child solution between \( y_1 \) and \( y_2 \), and assign it to \( y \) for further improvement through EoD. Since the genes of \( y \) come from either \( x_k \) and \( x_l \), we use the probability vector of the \( k \)-th or the \( l \)-th subproblem to update \( y \). For this end, \( h \) is set to either \( k \) or \( l \), and is input as the second parameter in the EoD update operator (line 11).

**c) Update subproblems:** Before subproblems are updated, we need update \( z^* \) according to the type of reference point used (line 14 in Algorithm 2). If the ideal point is used, then \( z^* \) is updated as follows: For each \( j = 1, \ldots, m \), if \( f_j(y) < z^*_j \), then set \( z^*_j = f_j(y) \). In the case in which the nadir point is used, the update goes as follows: For each \( j = 1, \ldots, m \), if \( f_j(y) > z^*_j \), then set \( z^*_j = f_j(y) \).

For each index \( j \in B(i) \), both \( y \) and \( x_j \) are evaluated by a scalarizing function (i.e., \( g^* \)) with respect to \( w_j \) and the latest \( z^* \). As shown in line 15 of Algorithm 2, if \( g^*(y|w_j, z^*) < g^*(x_j|w_j, z^*) \), then set \( x_j \) to \( y \). Since the solution of the \( j \)-th subproblem is replaced by \( y \), we should update accordingly \( S_j \) and \( T_j \) in the EoD operator. The \( S_j \) is increased by one, and \( T_j \) is also increased by one if \( y_k = 1 \).

In MOEA/D-EoD, the scalarizing function \( g^* \) can be the weighted sum function \( (g^{WS}) \) \cite{1}, the weighted Tchebycheff function \( (g^{TCHF1}) \) \cite{1} and \( g^{TCHF2} \) \cite{50, 51}, and the penalty-based boundary intersection function \( (g^{PBI}) \) \cite{1, 47}. Details on these functions can be found in Section I of the supplementary materials.

Finally, we make the following remarks on the proposed
MOEA/D-EoD.

- A normalization procedure is integrated into the framework. Therefore, the algorithm is capable of handling problems with differently scaled objective functions.
- The scalarizing functions $g^{TCHES_1}$, $g^{TCHES_2}$ and $g^{PBI}$ are slightly modified such that the reference point can be either the ideal point $z^{ideal}$ or the nadir point $z^{nadir}$. For more discussions on this, please refer to Section I of the supplementary materials.
- The integration of EoD into MOEA/D is easy. As seen in Algorithm 2, the framework of MOEA/D-EoD differs from the original MOEA/D in only two places (lines 11 and 15).

2) NSGA-III-EoD: The framework of NSGA-III-EoD is presented in Algorithm 3. As seen, the new solutions generated by crossover operators are further improved by EoD (lines 8 and 9). According to line 14, the mixed population $S = P \cup Q$ undergoes the same operations as in the original NSGA-III. After this step, $N$ promising solutions are selected from $S$ to form the population for the next generation. For more details on the non-dominated sorting, the normalization, the association and the niche-preservation operations, please refer to the original study [3].

Algorithm 3 NSGA-III-EoD for binary optimization

**Input:** $N$ (population size)

**Output:** The final population $P$.

1. Initialize $N$ reference points $z_1, \ldots, z_N$.
2. Generate an initial population $P = \{x_1, \ldots, x_N\}$, and repair infeasible solutions according to problem-specific methods.
3. while the termination criterion is not fulfilled do
   4. $Q = \emptyset$
   5. for $i = 1, \ldots, N/2$ do
      6. Select two random indexes $k, l \in \{1, 2, \ldots, N\} \setminus k \neq l$.
      7. Apply crossover operator to $x_k$ and $x_l$ to generate two new solutions $y_1$ and $y_2$.
      8. $EoD\_update\_operator(y_1, k, u_p)$ // Algorithm 1
      9. $EoD\_update\_operator(y_2, l, u_p)$ // Algorithm 1
      10. Repair $y_1$ and $y_2$ using problem-specific methods.
      11. Add $y_1$ and $y_2$ into $Q$.
   end for
   12. $S = P \cup Q$
   13. Select $N$ promising solutions from $S$ to construct the next population $P$ by using the non-dominated sorting, the normalization, the association and the niche-preservation operations as in the original NSGA-III.
   14. For each $j \in \{1, \ldots, N\}$, update $S_j$ and $T_j$ in EoD.
   15. end while
   16. return $P$

What we focus on here is how to update $S_j$ and $T_j$ in the EoD operator (line 15 of Algorithm 3). In NSGA-III-EoD, the objective space is divided into $N$ subspaces by $N$ reference lines (determined by reference points). In the selection process presented in line 14, each of the solutions for the next population has already been associated with a reference line according to the perpendicular distance and the niche count. Let the niche count for the $j$-th reference line be $\rho_j$, then $S_j$ is updated as: $S_j \leftarrow S_j + \rho_j$. The solutions associated with the $j$-th reference line are used to update $T_j$. For each of the associated solutions, the $T_{jk}$ is increased by one if the $k$-th gene of this solution is 1.

Fig. 2 shows an example of updating $S_j$ and $T_j$ in NSGA-III-EoD. In this figure, both the first and the third reference lines have only one associated solution, therefore $S_1 = S_1 + 1$ and $S_3 = S_3 + 1$. Similarly, $S_2 = S_2 + 2$ and $S_4 = S_4 + 2$ because two solutions are associated with both the second and the forth reference lines. Since there are no solutions being associated with $z_5$, we do not need to update $S_5$ and $T_5$.

Finally, it should be mentioned that EoD can be easily integrated into decomposition-based MOEAs, where an MOP is decomposed into a number of subproblems (as in MOEA/D), or the objective space is divided into several subspaces (as in NSGA-III). In both cases, we can easily record the historical information for each subproblem or each subspace, i.e., $S_j$ and $T_j$, $j = 1, \ldots, N$. Given this, the integration of EoD would be easy in decomposition-based algorithms. In this section, we provide two paradigms, i.e., MOEA/D-EoD and NSGA-III-EoD. In practice, one can also integrate EoD into other decomposition-based MOEAs.

C. A new repair operator for the OSPS problem

As shown in Algorithms 2 and 3, infeasible solutions should be repaired in both the initialization and reproduction phases. In general, repair operators are designed according to the properties of the problems at hand. For the OSPS problem, we suggest a new SAT solver-based operator to repair solutions violating HCs.

According to Section II-A, HCs can be expressed in CNF. In fact, the search for solutions satisfying all the HCs is essentially to solve an SAT problem. Therefore, SAT solvers can be naturally applied [30]. In the literature, there are two types of high-performance SAT solvers: conflict-driven clause learning (CDCL) algorithms [53]–[56] and stochastic local search (SLS) algorithms [52], [57]–[59]. Inspired by the work in [30], we propose to use two types of SAT solvers to repair infeasible solutions. The selected CDCL and SLS-type solvers are SAT4J [53] and probSAT [52], respectively.
We choose SAT4J because of its popularity and effectiveness when applied to practical problems in software engineering [30], [36], [60], [61], and choose probSAT as it is one of the simple yet effective SLS algorithms [52]. The SAT4J solver employs a systematic backtracking search procedure to explore the whole decision space, looking for satisfying assignments or proving the unsatisfiability of SAT instances. In contrast, the probSAT solver uses a greedy search procedure to find solutions satisfying as many constraints as possible. More specifically, each time probSAT picks a variable to flip according to its selection probability, which is calculated to explore the whole decision space, looking for satisfying assignments or proving the unsatisfiability of SAT instances. For technical details on SAT4J and probSAT, please refer to [53] and [52], respectively.

The repair operator for the OSPS problem is given in Algorithm 4. For an infeasible solution \( y \) (violating HCs), it is repaired by either the probSAT solver [52] with a probability \( \tau \), or the SAT4J solver [53] with a probability \( 1 - \tau \). Since the probSAT does not explore the whole decision space, it is computationally cheaper than SAT4J, which has an exponential worst-case time complexity. However, starting from an infeasible solution, this solver has no guarantee to find a feasible solution. Therefore, the SAT4J solver is introduced to remedy the above drawback. The parameter \( \tau \) controls the computational resources allocated to the two solvers, and its effect will be investigated in Section V-A.

To use SAT4J solver to repair an infeasible solution \( y \) (line 4 in Algorithm 4), we find out the variables that are not involved in the violations of constraints. Then, we keep their values and call the solver to find a feasible solution by assigning values to the rest of the variables [36]. For example, consider an FM with 5 features and 3 HCs: \( FM = (x_1 \lor x_3) \land (x_2 \lor x_3) \land (x_5 \lor x_3) \). The solution \( y = \{0, 0, 1, 1, 0\} \) is infeasible since it violates two constraints \((x_1 \lor x_3)\) and \((x_2 \lor x_3)\), involving three variables \( x_1 \), \( x_2 \) and \( x_5 \). We remove their assignments and make \( y = \{\_, \_, 1, 1, \_\} \) partially feasible. Then \( y \) is given to the SAT4J solver, which will complete it and return a feasible solution. For example, it may return the following solution: \( y' = \{1, 1, 1, 1, 0\} \). Therefore, \( y \) is repaired to \( y' \).

D. Handling soft constraints

A solution satisfying all the HCs can violate SCs defined in (5) and (12). To handle this situation, we introduce the constraint violation (CV) value [62]. The CV value of the solution \( x \) indicates the degree of the violation of constraints.

Algorithm 4 Repair operator for the OSPS problem

Input: \( y \) // An infeasible solutions violating HCs
Output: \( y \) // The solution after repairing
1: if \( \text{rand}() < \tau \) then
2: \( y \) using the probSAT solver [52]
3: else
4: \( y \) using the SAT4J solver [53]
5: end if
6: return \( y \)

For both the 2- and 3-objective OSPS problems, there is only one SC as given in (5). As suggested in [62], we rewrite (5) in the following form to normalize the constraint.

\[
h(x) = \sum_{j=1}^{n} \frac{\text{cost}_j \cdot x_j}{\sigma_j} - 1 \leq 0.
\]  

Then \( CV(x) = \max\{0, h(x)\} \). A larger CV value means more violations of the constraint. Similarly, we can calculate the CV value of the solutions for the 4-objective OSPS problem. Since there are two SCs, i.e., (5) and (12), we calculate the CV value for each constraint and use the sum of these values as the final CV value. In the presence of SCs, line 15 in Algorithm 2 should be modified to Algorithm 5; in line 14 of Algorithm 3, the Pareto domination in the non-dominated sorting procedure should be replaced by the constrained domination principle [62], which emphasizes feasible and small CV-value solutions.

Algorithm 5 Update subproblems considering CV values

Input: \( y \) and \( B(i) \)
1: for \( j \in B(i) \) do
2: if \( CV(y) < CV(x_j) \) then
3: \( x_j = y \), and update \( S_j \) and \( T_j \) in EoD.
4: else if \( CV(y) = CV(x_j) \) then
5: if \( g^*(y \mid w_j, z^*) < g^*(x_j \mid w_j, z^*) \), then set \( x_j = y \), and update \( S_j \) and \( T_j \) in EoD.
6: end if
7: end for

IV. EXPERIMENTAL STUDIES

In this section, we first give the experimental results on two benchmark problems, showing that the EoD can indeed improve the performance of decomposition-based algorithms. Then we conduct a series of experiments on the OSPS problem, showing again the performance gain of EoD, as well as the superiority of the enhanced algorithm over the latest SATVaEA [30] on the OSPS problems considered in this work.

A. Experiments on benchmark problems

Two benchmark problems are chosen in this study. One is the MOKP [47], [63], [64], for which we consider five instances, i.e., 2-500, 4-500, 6-500, 8-500 and 10-500 [47].
The number before “•” is the number of objectives, while that after “•” denotes the number of decision variables. The other is the multiobjective unconstrained binary quadratic programming (mUBQP) problem [65], where four parameters are used to define an mUBQP instance, and they are the problem size \( n \), the number of objective functions \( m \), the matrix density \( d \) and the objective correlation coefficient \( \rho \). Following the practice in [65], \( d = 0.8 \), \( m \in \{2, 3\} \), \( n \in \{1000, 2000, 3000, 4000\} \) and \( \rho \in \{-0.5, -0.2, 0.0, 0.2, 0.5\} \). Therefore, we have \( 2 \times 4 \times 5 = 40 \) instances in total. In this paper, the tuple \((p, n)\) is used to represent an mUBQP instance for each \( m \).

Due to space limitations, mathematical formulations of the above two benchmark problems, the experimental settings, as well as the results and discussions are given in Section II of the supplementary materials. The following are some major observations that we have:

- The EoD significantly improves the performance of MOEA/D on both MOKP and mUBQP test problems, independent of the scalarizing functions and reference points.
- In the EoD operator, the adaptive learning factor \( \alpha \) performs better than fixed values concerning both the indicator values and the robustness.
- The update probability \( u_p \) in EoD should not be too large. In general, a value around 0.01 could yield satisfactory results.

On the basis of the above observations, we conduct a series of experiments on the OSPS problem in the following section.

### B. Experiments on the OSPS problem

We first specify computational settings, and then report experimental results in 2-, 3- and 4-objective OSPS instances.

1) **Settings of computational experiments:** In our experiments, the settings include:

   a) **Feature models used:** In this paper, we use 13 FMs\(^5\) in Table I to construct instances of the OSPS problem. These models were reverse-engineered from real-world projects, such as the Linux kernel, uClinux and FreeBSD operating systems [66]. According to [30], the FMs can be simplified by removing mandatory and dead features via boolean constraint propagation (BCP) [67] (for more details please refer to [30]).

   Table I gives the number of features and that of HCs after applying BCP. We assume that large-scale FMs are those models with more than 3,000 features. As seen, most of these models are large-scale, with even 28,115 features and 227,009 HCs. For each model, according to Section II, we can construct OSPS instances with 2, 3 and 4 objectives.

   b) **Population size and termination condition:** The population size \( N \) is set to 100, 105 and 120 for 2-, 3- and 4-objective OSPS problems, respectively. Following the same practice as in [30], we use \( \text{max}_R \text{T} \) as the termination condition, which is set to 6 seconds for toybox and axTLS, 30 seconds for fiasco, uClinux and busybox-1.18.0, and 200 seconds for all the other FMs in Table I. Note that these settings are independent of the number of objectives.

   c) **Parameter settings in algorithms:** In MOEA/D-EoD and MOEA/D, the neighbor size \( T \) is set to 10, and the penalty parameter \( \theta \) is set to 5 if the PBI scalarizing function is used. In both algorithms, we employ the single-point crossover with the crossover probability being 1.0. In MOEA/D, the bit-flip mutation is adopted, and the mutation probability is set to 0.01. According to the results in the previous section, the update probability \( u_p \) is set to 0.01 in MOEA/D-EoD. For SATVaEA, the same genetic operators (including parameter settings) as in MOEA/D are used in this study. Moreover, all the three algorithms adopt the same repair operator as described in Section III-C. In this operator, the parameter \( \tau \) is set to 0.9.

   d) **Performance metrics:** To evaluate algorithms, we choose the hypervolume (HV) [63] and IGD+ [68] [69] as performance metrics, and both of them can simultaneously measure convergence and diversity. The HV metric is Pareto compliant [70], while the IGD+ metric is weakly Pareto compliant [69]. Due to the above good theoretical properties, both metrics have been widely used for performance evaluations in the evolutionary multi-objective optimization. Notice that a larger HV indicates a better approximation front. For IGD+, however, a small value is desired.

2) **Results on 2-objective OSPS instances:** Table II shows the average HV and IGD+ values obtained by MOEA/D-EoD (with TCHE1) and MOEA/D (with TCHE1) in some large-scale 2-objective OSPS instances. As seen, MOEA/D-EoD obtains better HV values than MOEA/D on all the models except for 2.6.28.6-ice11, freetz and 2.6.33.3-2var regarding

\(^5\)The models are available at the LVAT repository: http://code.google.com/p/linux-variability-analysis-tools

<table>
<thead>
<tr>
<th>FM</th>
<th>MOEA/D-EoD</th>
<th>MOEA/D</th>
<th>MOEA/D-EoD</th>
<th>MOEA/D</th>
<th>MOEA/D-EoD</th>
<th>MOEA/D</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.6.28.6-ice11</td>
<td>7.21E-01</td>
<td>7.22E-01</td>
<td>7.19E-01</td>
<td>7.19E-01</td>
<td>7.17E-01</td>
<td>7.16E-01</td>
</tr>
<tr>
<td>freetz</td>
<td>8.29E-01</td>
<td>8.27E-01</td>
<td>8.04E-01</td>
<td>7.09E-01</td>
<td>8.10E-01</td>
<td>6.78E-01</td>
</tr>
<tr>
<td>uClinux-config</td>
<td>7.20E-01</td>
<td>7.07E-01</td>
<td>7.06E-01</td>
<td>6.97E-01</td>
<td>7.01E-01</td>
<td>6.85E-01</td>
</tr>
<tr>
<td>buildroot</td>
<td>7.20E-01</td>
<td>7.11E-01</td>
<td>7.06E-01</td>
<td>6.87E-01</td>
<td>7.01E-01</td>
<td>6.85E-01</td>
</tr>
<tr>
<td>2.6.33.3-2var</td>
<td>7.07E-01</td>
<td>7.09E-01</td>
<td>7.03E-01</td>
<td>7.06E-01</td>
<td>6.76E-01</td>
<td>7.02E-01</td>
</tr>
<tr>
<td>coreboot</td>
<td>7.71E-01</td>
<td>5.49E-01</td>
<td>7.69E-01</td>
<td>5.52E-01</td>
<td>7.69E-01</td>
<td>6.84E-01</td>
</tr>
</tbody>
</table>

\[ \text{IGD+} = \frac{1}{n} \sum_{i=1}^{n} \left( \sum_{j=1}^{m} \left( | F_i^j - F_G^j | \right) \right) \]
both TCHE1 and TCHE2. As for PBI, the performance of MOEA/D-EoD is better than that of MOEA/D on 5 out of 7 models. Regarding the IGD+ values, as shown in Table II, they are in general consistent with the HV results, indicating again an improvement of MOEA/D-EoD over MOEA/D. To intuitively compare the two algorithms, we show the final solutions obtained by both algorithms on four representative FMs. As seen from Fig. 3, MOEA/D-EoD and MOEA/D perform similarly on 2.6.28.6-icse11 regarding both convergence and diversity. It is clear that the solutions of MOEA/D-EoD converge much better than those of MOEA/D on freebsd-icse11. For uClinux-config, the solutions found by MOEA/D-EoD are slightly closer to the PF than those obtained by MOEA/D, particularly at the bottom-right corner of the front. It is observed that MOEA/D-EoD significantly outperforms MOEA/D on the coreboot model concerning both convergence and diversity of the final solutions.

Next, the MOEA/D-EoD is compared with the latest SATVaEA. The average HV and IGD+ results are given in Table III, where we can find that MOEA/D-EoD performs much better than SATVaEA on all the models considered in terms of both HV and IGD+. As clearly shown in Fig. 4, the solutions of MOEA/D-EoD converge significantly better than those of SATVaEA on all the four models chosen.

<table>
<thead>
<tr>
<th>FM</th>
<th>2.6.28.6-icse11</th>
<th>freebsd-icse11</th>
<th>uClinux-config</th>
<th>coreboot</th>
</tr>
</thead>
<tbody>
<tr>
<td>MOEA/D-EoD</td>
<td>7.215E−01</td>
<td>8.291E−01</td>
<td>7.070E−01</td>
<td>7.114E−01</td>
</tr>
<tr>
<td>SATVaEA</td>
<td>4.185E−01</td>
<td>3.519E−01</td>
<td>4.712E−01</td>
<td>4.011E−01</td>
</tr>
</tbody>
</table>

TABLE IV

<table>
<thead>
<tr>
<th>INSTANCES</th>
<th>WS</th>
<th>TCHE1</th>
<th>TCHE2</th>
<th>PBI</th>
</tr>
</thead>
<tbody>
<tr>
<td>tinybox</td>
<td>7.105E−01</td>
<td>8.323E−01</td>
<td>7.125E−01</td>
<td>8.401E−01</td>
</tr>
<tr>
<td>axTLS</td>
<td>7.120E−01</td>
<td>7.685E−01</td>
<td>7.607E−01</td>
<td>7.816E−01</td>
</tr>
<tr>
<td>hashco</td>
<td>4.911E−01</td>
<td>7.105E−01</td>
<td>6.980E−01</td>
<td>7.653E−01</td>
</tr>
<tr>
<td>uClinux</td>
<td>7.969E−01</td>
<td>8.665E−01</td>
<td>8.635E−01</td>
<td>8.764E−01</td>
</tr>
<tr>
<td>busybox-1.18.0</td>
<td>5.151E−01</td>
<td>6.354E−01</td>
<td>6.156E−01</td>
<td>6.533E−01</td>
</tr>
<tr>
<td>2.6.28.6-icse11</td>
<td>3.127E−01</td>
<td>6.376E−01</td>
<td>6.073E−01</td>
<td>6.529E−01</td>
</tr>
<tr>
<td>freebsd-icse11</td>
<td>7.327E−01</td>
<td>8.334E−01</td>
<td>7.699E−01</td>
<td>7.547E−01</td>
</tr>
<tr>
<td>uClinux-config</td>
<td>5.267E−01</td>
<td>6.836E−01</td>
<td>6.618E−01</td>
<td>7.112E−01</td>
</tr>
<tr>
<td>buildroot</td>
<td>4.137E−01</td>
<td>6.477E−01</td>
<td>6.249E−01</td>
<td>6.839E−01</td>
</tr>
<tr>
<td>freeze</td>
<td>3.615E−01</td>
<td>5.636E−01</td>
<td>5.500E−01</td>
<td>5.907E−01</td>
</tr>
<tr>
<td>coreboot</td>
<td>4.907E−01</td>
<td>6.646E−01</td>
<td>6.305E−01</td>
<td>6.953E−01</td>
</tr>
<tr>
<td>2.6.32-2var</td>
<td>2.262E−01</td>
<td>5.466E−01</td>
<td>5.338E−01</td>
<td>5.448E−01</td>
</tr>
<tr>
<td>2.6.33.3-2var</td>
<td>2.163E−01</td>
<td>5.378E−01</td>
<td>5.314E−01</td>
<td>5.429E−01</td>
</tr>
</tbody>
</table>


The above observations lead us to the following conclusion: The proposed MOEA/D-EoD performs in general better than MOEA/D in these large-scale 2-objective OPS instances, regardless of the used scalarizing functions and reference points. In addition, MOEA/D-EoD overwhelmingly outperforms SATVaEA, particularly in terms of the convergence of the returned solutions (see Fig. 4).

3) Results on 3-objective OPS instances: According to Table IV, MOEA/D using PBI can obtain better HV results than using WS, TCHE1 and TCHE2 in the 3-objective OPS instances. Therefore, only PBI is used in the following comparative experiments, where MOEA/D-EoD is compared with

Fig. 3. Final solutions obtained by MOEA/D-EoD and MOEA/D on four representative feature models (m = 2).

Fig. 4. Final solutions obtained by MOEA/D-EoD and SATVaEA on four representative feature models (m = 2).
both MOEA/D and SATVaEA. Table V gives the average HV results obtained by the three algorithms in all the 3-objective OSPS instances. Compared with MOEA/D, MOEA/D-EoD performs equivalently on 6 models, i.e., toybox, axTLS, fiasco, freetz, 2.6.32-2var and 2.6.33.3-2var, but significantly better on the remaining 7 FMs. In comparison with SATVaEA, however, MOEA/D-EoD performs significantly better on all the models considered.

As shown in Fig. 5, MOEA/D-EoD and MOEA/D can obtain similar solution sets on the small-scale toybox model. However, MOEA/D-EoD is able to find more solutions on the boundary for the two large-scale models, i.e., uClinux-config and buildroot. As for the model 2.6.33.3-2var, the solution sets found by MOEA/D-EoD and MOEA/D have no significant differences concerning the distribution of solutions. It is observed that the final solutions found by SATVaEA are mainly distributed either in the central region of the approximated PF (e.g., on toybox, uClinux-config and buildroot), or at some extreme parts (e.g., on 2.6.33.3-2var). The poor diversity of the solutions would be the main reason why SATVaEA is significantly worse than MOEA/D-EoD concerning the HV results as shown in Table V.

TABLE V
AVERAGE HV OBTAINED BY MOEA/D-EoD (PBI), MOEA/D (PBI) AND SATVaEA IN THE 3-OBJECTIVE OSPS INSTANCES.

<table>
<thead>
<tr>
<th>FM</th>
<th>MOEA/D-EoD</th>
<th>MOEA/D</th>
<th>SATVaEA</th>
</tr>
</thead>
<tbody>
<tr>
<td>toybox</td>
<td>8.258E-01</td>
<td>8.271E-01</td>
<td>6.934E-01</td>
</tr>
<tr>
<td>axTLS</td>
<td>7.840E-01</td>
<td>7.814E-01</td>
<td>6.516E-01</td>
</tr>
<tr>
<td>fiasco</td>
<td>7.026E-01</td>
<td>7.053E-01</td>
<td>6.440E-01</td>
</tr>
<tr>
<td>uClinux</td>
<td>8.797E-01</td>
<td>8.764E-01</td>
<td>7.027E-01</td>
</tr>
<tr>
<td>busybox-1.18.0</td>
<td>6.656E-01</td>
<td>6.533E-01</td>
<td>5.509E-01</td>
</tr>
<tr>
<td>2.6.28.6-icse11</td>
<td>6.593E-01</td>
<td>6.529E-01</td>
<td>5.913E-01</td>
</tr>
<tr>
<td>freebsd-icse11</td>
<td>8.231E-01</td>
<td>7.847E-01</td>
<td>6.523E-01</td>
</tr>
<tr>
<td>uClinux-config</td>
<td>7.357E-01</td>
<td>7.112E-01</td>
<td>5.995E-01</td>
</tr>
<tr>
<td>buildroot</td>
<td>6.970E-01</td>
<td>6.839E-01</td>
<td>6.042E-01</td>
</tr>
<tr>
<td>freetz</td>
<td>5.973E-01</td>
<td>5.907E-01</td>
<td>5.535E-01</td>
</tr>
<tr>
<td>coreboot</td>
<td>7.684E-01</td>
<td>6.953E-01</td>
<td>6.612E-01</td>
</tr>
<tr>
<td>2.6.32-2var</td>
<td>5.488E-01</td>
<td>5.448E-01</td>
<td>3.923E-01</td>
</tr>
<tr>
<td>2.6.33.3-2var</td>
<td>5.515E-01</td>
<td>5.429E-01</td>
<td>3.803E-01</td>
</tr>
</tbody>
</table>

We notice that MOEA/D can get comparable performance to MOEA/D-EoD on small-scale feature models, e.g., toybox, fiasco, and on some large-scale ones, e.g., 2.6.32-2var and 2.6.33.3-2var. In fact, these small-scale feature models are relatively easy, and can be well handled by both algorithms. For example, as shown in the first plot of Fig. 5, both MOEA/D-EoD and MOEA/D can find a high-quality solution set. For the large-scale 2.6.32-2var and 2.6.33.3-2var models, they both represent the Linux kernel configuration options for the x86 architecture. Therefore, they share similarities in the feature model trees. As shown in the fourth plot of Fig. 5, the PF of the OSPS problem constructed based on 2.6.33.3-2var may be narrow, which could make it difficult to distinguish between solution sets found by the two algorithms.

4) Results in 4-objective OSPS instances: Similarly, the HV and IGD+ results in the 4-objective OSPS instances are given in Table VI. Regarding HV, MOEA/D-EoD performs better than, equivalently to and worse than MOEA/D on 7, 1 and 5 out of 13 feature models, respectively. It is worth mentioning that comparable or even better results are obtained by MOEA/D mainly on the first three small-scale models, or on those large-scale models representing the Linux kernel configuration options for the x86 architecture.

V. FURTHER DISCUSSIONS

In the previous section, we have shown that the EoD operator can significantly improve MOEA/D on MOKP, mUBQP and OSPS problems, and that MOEA/D-EoD significantly outperforms SATVaEA on the OSPS problem considered in this study. In this section, we are going to answer the following three research questions (RQs).

- **RQ1**: How does the parameter \( \tau \) affect the performance of the repair operator for the OSPS problem?
- **RQ2**: In the EoD operator, does historical information contribute more than neighboring information?
- **RQ3**: Can the EoD operator improve other decomposition-based algorithms in addition to MOEA/D?

A. Answers to RQ1

To answer this question, we choose MOEA/D-EoD (TCHE1+Ideal) as an exemplary implementation, and change the parameter \( \tau \) to analyze its impact on the performance.

- **Comparison with MOEA/D**: The results show that increasing \( \tau \) leads to better performance on most models. For example, on 2.6.33.3-2var, \( \tau = 0.5 \) achieves the best HV value. However, when \( \tau \) is too large, the algorithm may converge too quickly, resulting in a decrease in performance.

   In conclusion, \( \tau \) is an important parameter that needs to be carefully tuned for different models. A higher \( \tau \) value is generally better for models with a large number of features, while a lower \( \tau \) value is more suitable for models with fewer features. Further studies are needed to determine the optimal value of \( \tau \) for different types of OSPS problems.
τ from 0.0 to 1.0 with a step size 0.1. Each of the values is tested in three 2-objective OSPS instances, i.e., axTLS, fiasco and 2.6.28.6-icse11. The three models are picked because they have different termination conditions, being 6 seconds, 30 seconds and 200 seconds, respectively. Fig. 6 shows the HV results over 30 runs in the form of boxplots. According to Fig. 6 (a) and (b), the HV increases obviously as τ is changed from 0.0 to 0.5, and keeps steady when τ ∈ {0.5, ..., 0.9}, but decreases when τ is switch from 0.9 to 1.0. For the 2.6.28.6-icse11 model, it is observed from Fig. 6 (c) that the median of the HV values tends to rise as τ increases. Compared with τ = 0.9, however, the variation range for τ = 1.0 is relatively larger.

According to the above discussions, large values of τ are preferred in the repair operator, suggesting that more computational resources should be given to the probSAT than to the SAT4J. This is in fact consistent with the findings in [30]. Since τ = 0.9 performs well in general, we recommend this parameter setting in practice.

### B. Answers to RQ2

In the EoD operator, the probability vector is learnt from historical information of each subproblem [see (14)]. In most of the previous works, however, the probability vector is constructed based on neighboring information. For example, the component of \( \mathbf{p}_i \) in [27] is calculated as follows.

\[
p_{ik} = \frac{\sum_{j=1}^{T} x_{ij}^k + \xi}{T + 2\xi},
\]

where \( x_{ij}^k \) denotes the \( k \)-th gene of the \( i_j \) subproblem (i.e., the \( j \)-th neighbor of the \( i \)-th subproblem), and \( \xi \) is a small value defined by \( \xi = \frac{s \cdot T}{n - 2s} \). Here, \( s \) is a control parameter, which is set to 0.4 [27]. According to (19), \( p_{ik} \) is determined by the neighboring information of the \( i \)-th subproblem.

Table VII gives the IGD+ results obtained by MOEA/D-EoD (TCHE1+Ideal), in which the probability vector is learnt from either the historical information [14]) or the neighboring information [19]). Compared with the MOEA/D-EoD using neighboring information, the algorithm using historical information performs significantly better in all the MOKP instances, all the 2-objective mUBQP instances, and 9 out of 13 OSPS instances. Note that historical information-based MOEA/D-EoD is inferior to the neighboring information-based algorithm in only three small-scale OSPS instances, i.e., toybox, axTLS and fiasco.

The above results clearly suggest that the historical information indeed contributes more than the neighboring information in the EoD operator. Since the neighbor size is relatively small, the probability vector constructed based on neighboring information is less likely to estimate accurately the real distribution of the solutions. This could be one possible reason for the ineffectiveness of using neighboring information.

### C. Answers to RQ3

In Section III-B2, we have shown that EoD can be also integrated into NSGA-III. In this section, we will answer RQ3 by comparing NSGA-III-EoD with NSGA-III on both benchmark problems and OSPS problems. Due to space limitations, experimental results are not reported here, but in Section III...
of the supplementary materials. It is observed from those results that NSGA-III-EoD performs better than, or at least equivalently to NSGA-III on all the MOKP, mUBQP and OSPS instances.

Therefore, the answer to RQ3 is clear: The EoD operator can indeed improve other decomposition-based algorithms in addition to MOEA/D. In fact, the NSGA-III is one of such algorithms.

VI. Conclusions and Future Work

In this paper, we enhance the performance of decomposition-based multi-objective evolutionary algorithms by an estimation of distribution update operator. In this operator, the probabilistic model (i.e., a probability vector) is learnt from historical information of each subproblem. This is different from most previous works where the probabilistic model is built based on neighboring solutions. Moreover, the learning factor in this model is adaptively adjusted during the evolutionary process, leading to the model encoding the uniform distribution initially and the distribution totally determined by the historical information eventually.

We show that the update operator can be easily integrated into two popular decomposition-based algorithms, MOEA/D and NSGA-III. Experimental results on benchmark problems indicate that this operator can indeed significantly improve the performance of the algorithms. Moreover, we apply the enhanced algorithms to the constrained optimal software product selection problem in the search-based software engineering. Different from prior works which handle only constraints related to the validity of software products, this paper takes into account those constraints specifying the demands of users. We give the formal definitions of the constrained optimal software product selection problem, for which a new SAT solvers-based repair operator is also suggested. The evaluations on a number of large-scale real-world instances demonstrate the effectiveness of the new algorithms on this practical problem.

In addition, we find that it would be better to set the parameter in the repair operator to a relatively larger value, and that the historical information contributes more than neighboring information in the update operator.

Since the goal of this paper is to show that the performance gain can be achieved by using the estimation of distribution operator, we choose two popular decomposition-based algorithms (MOEA/D and NSGA-III) for exemplary implementations. It would be possible to integrate this operator into other decomposition-based algorithms. Currently, the basic versions of the two algorithms are adopted. In the future, it would be interesting to extend the new algorithms employing adaptive weight vectors [13], [50], as well as new mating selection and replacement principles [7], [51], [71]. Finally, it is of significance to apply the new algorithms to other similar practical problems in the area of search-based software engineering.
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